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Chapter 3

Solution 3.1 Calculating the required values we obtain

and

Yk(x2) = —0.3125;
Analyzing these values we realize that:
1. the mean is the same (zero) for both signal evident from PDF's analysis,

2. The variance is also the same in both cases, and this comes form the
fact that the higher contribution of larger peaks in xo are compensated
by the lower contribution of the smaller peaks and the results is as for
x1 where the peaks are more evenly distributed.

3. The skewness 75 is same in both cases and equal to zero meaning that
the peak distribution is symmetric for positive and negative values.

4. The kurtosis ~;, differs (from -2 to -1.4375), and is the only difference
between both signals. This means that the kurtosis is bigger the bigger
is the dispersion of the peak distribution and then becomes a good

3



4 Solutions Manual

estimate of how a random process moves from Gaussian distribution
to more Laplacian one (larger tails).

Note that z1 do not either have Gaussian distribution (will imply
v = 0). It has rather a probability density function, P,,(x), with
only values at 21 = £A,

Solution 3.2 In order to derive (?7) we should differentiate the error

M
En="En+vy (hy—h)"(h; —hy) (3.1)
=1

with respect to h; by making
Vi, En =0, j=1,...,M.

The gradient will be composed of the term already solved in (?7) resulting
from differentiation of &,, and a new term resulting from differentiation of
the second part in (3.1). Together, we obtain

M
vi(n) <x<n> -y hmn))

=1

E +v(h; —h;))=0, j=1,...,M.

Solving as for (??7) but now also considering the new term, we obtain the
desired equation

Rvivi -+ Ryivu h; Tgy, — 2vh;
S Do || = :

RVMV1 RVMVM hM rva — QI/EM

Solution 3.3 Recognizing that 7, (k) is the only random variable on the

right hand side of (?7?), it is straightforward to show that

N-1

ElSu(e™)] =---= Y E[fa(k)e "
k=—N+1

The remaining part of the result in (?7?) is found by studying the estimated
correlation function (??) and realizing that it is a biased estimator. When
calculating the spectrum, the estimate 7,(k),—N +1 < k < N + 1 is used,
where 7 (—k) = 7, (k). Thus, since r,(k) = E[z(n + k)z(n)], we have that

N-1

E[S.(e)] = )

k=—N+1

N — |k

Ty (k)e_”’k,
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where

N — |k
wB(l{):%, —NS’RSN

denotes the Bartlett window, i.e., triangular weighting caused by the biased
estimate of the correlation function in (?7).
We may instead use the unbiased estimate of the correlation function

N—-1-k

R < '
72 (k) N k r(n+k)z(n), 0<k<N

However, the unbiased property comes at expense of a very large variance
for large lags k due to that fewer and fewer product terms are included for
summation.

Solution 3.4 Find that value of b which minimizes the quadratic cost func-
tion

J(b) = / " (10g S, (%) — blw|)2dw

—T

Differentiation yields

dJ
Jw
=2 / (log S () — blw)2d

- /7r jb(logS (e™) — b|WD
= [ 2l ton () ol

—T

Finally, by setting % = 0 and rearranging the expression, we obtain the
following estimate

/ |w|log Sz (e’)dw 3

™ ~ 53
/ w?dw 2
—TT

Solution 3.5 The spectral moments are defined as

wn:/ﬂ WS, () dw

—T

- / ] log S, () doo.

and can be related to the “analog” frequency €2 through the sampling period
T and the following relations

Q= —w=2nfF;,
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and

TsSe(e™)|w=ar, Q] < 27F,/2
0, Q| > 27 F,/2,

where the band-limited spectrum S, (e™) for the discrete-time signal is mul-
tiplied by T, in order to preserve the spectral energy. Using these three
relations, the spectral moments expressed from the continuous-time case
can be expressed as

Op =T0Q, = /OO (QT5)"S:(92)dSQ. (3.2)

—00

Since Sz(€2) is an even function of €, i.e., S;(Q) = S(—Q), only even-
valued spectral moments (n = 0,2, ...) are non-zero. Therefore, 2,,, which
is referred to as Q,, rather than @, to recall that it is calculated from the
continuous-time spectrum, can be expressed as

Q.= / (~1)"2(9)"Sa(Q)dR, 1 =0,2,4,..

A useful observation when evaluating (3.2) is that the integrand can
by viewed as the power spectrum following one or several differentiators
defined by the transfer function H(§2) = jQ (recall that multiplication in the
frequency domain corresponds to convolution in the time domain). Hence,
for n = 2, we have that

Spr () = |JQ|2Sm(Q) = QZSI(Q)a

which is identical to the integrand in (3.2) except for the scale factor T2; the
prime in S,/(Q2) denotes that the signal has been differentiated once. The
filtering interpretation of this operation is presented in Figure 3.1 for the
case when n = 4.

We recall that the autocorrelation function r,(7) and the power spectrum
Sz (§2) are related to each other by the inverse Fourier transform,

ro(T) = % / S, (Q)e¥dQ.

The effect of differentiation on the autocorrelation function is described by
the Fourier transform pair

n F 8nrl(7—)
()" Sz (2) «— o
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x(t) 2/ (t) 2" (t)

E— 719 > 20 —
27'33 T 47‘3; T

7“35(7') 2 875 ; : 8T£ :

Sz(€2) 7 S.(Q) 179*S.()

Figure 3.1: Differentiation of the input signal z(¢) and the corresponding effect on
the related autocorrelation function r,(7) and power spectrum S, (Q2), respectively.

Based on the above observations, the time domain expressions of the
spectral moments are obtained as

wo =T = 2mry(7)|,_o = 27E [z(t)?],

_ 2
Dy = T2, — _27@28%@ = 2 T2E [(2/(1))?],
=0

. 4
Wy = T§Q4 = QWTfaTril(lT—)

=2rTIE [(2"(t)?] .
7=0

where it has been used the stationarity property to obtain

azrw(T) _ aQE[:L'(t)x(t + T)]
72 or?
_ OE[x(t)x' (t + 7)]
or
OE[x(t — 7)a'(t)]
or
= —E[2/(t — 7)2'(t)] (3:3)

and similar for higher even orders. From this result, it is obvious that
the spectral moments can be computed directly from the signal and its
derivatives, without having to first calculate the power spectrum!

Solution 3.6

a) Let us assume that the EEG signal is modeled by the power spectral
density function shown in the figure below (consider 75 = 1 for sake of
simplicity).
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I\
Sa(w)
11
1 1 1 1
—3 — 0 i 3 w
Figure 3.2: Power spectral density S, (w) representing a EEG PSD.

We can compute the H; = % from the expressions
—1/4 1/2 -
= / wldw —I—/ Widw = — = 0.0729
“1/2 1/4 96
and

1/2 1
woy = / dw = 5,
1/4

which yields

My = |22 ~0.3818.
wo
This value is a very good approximation of the mean w = 0.375 constituting
the center point of the power spectrum (and easily computed directly from
the diagram!).
b) To compute the complexity Hjorth descriptor we need the forth order
moment

—1/4 1/2 1
Wy = / whdw +/ wdw = 3L 0.0121
Yy 1/4 2560

and

My = 22 — 22 % 0.1423.
w9 wo
This value is also a very good approximation of half the bandwidth Aw/2
which is Aw/2 = 0.125 constituting half the width of the power spectrum
(and easily computed directly from the diagram!).
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c¢) The spectral purity index I'qpy can be now directly calculated obtain-
ing
2

w
Lgpy = 50;4 = 0.8781

giving the idea that this spectrum has a quite well defined peak as it really
has realising by looking the diagram

Solution 3.7 Since only two spectral components are found, the modulat-
ing signal must be a constant amplitude sinusoid. The amplitude modulated
signal may be expressed as

s(t) = Acos(2mFpst) cos(2m9t)

A
= 5[008(27‘1’(9 — Fap)t) + cos(2m(9 + Fanm)t)],
from which it can be concluded that the frequency of the modulating signal
is Fapr = 1 Hz.

Hence, the Fourier transform is a linear tool which cannot unveil non-
time-invariant processes such as the amplitude modulated signal.

Solution 3.8 The Yule-Walker equations for the model AR(p) are

rz(0)  rz(—=1) ... rz(—p) 1 ng
72(1) 72(0) oo Te(=p+1) a _ 0
) -1 . 0 ] | 0

For the real-valued case, the Yule-Walker equations correspond to the normal
equations of linear prediction with the prediction model order p’ = p. Now,
assumed p’ > p is used in the linear prediction. Then, the normal equations
would be

r2(0) rz(1) e rz(p') 1, ng,
ro(=1)  1e(0) . o —1) | | 0
re(=p') re(—p' +1) ... r:(0) al()ll”) 0

The correlation matrix has full rank, and thus the solution to these normal
equations is unique. If the AR(p) model is extended into a virtual AR(p’)



10 Solutions Manual

model by adding the coefficients a,41 = ap42 = ... = ay = 0, the Yule-
Walker equations become

re (0) re(—1) rz(—=p) re(—p—1) Tm(—lp/) a1

ra (1) 72 (0) re(—p+1) 7z (—p) re(—p’ +1) o2

re®)  ra(p—1) ... 14(0) ro(=1) N ) w | = :
. . . . 0

re(p’) e —1) ... 1@ —p) Te(® -p-1) ... 73 (0) 0

The correlation matrix for the AR(p’) model corresponds to the one of the
normal equations for the linear prediction order p’. Hence, since the coeffi-
cient vector and the right hand side of the Yule-Walker equations is a valid
solution to the normal equations, it is concluded that

al, 1<i<p

0, p+1<I<y,

and

Solution 3.9 The backward prediction filter of length p is
Z(n—p)=—-bix(n—p+1)—bax(n—p+2)—... —byx(n).
Introduce the backward prediction error
e (n) = a(n — p) — #(n — p) = bTx(n)

where the backward filter coefficient vector is b, = [1 by by ... by]T and the
sample vector is x(n) = [z(n —p) 2(n—p+1) ... x(n)]T, and then use the
orthogonality principle:

E[x(n)e, (n)] = E[x(n)blx(n)] = E[x(n)x’ (n)]b, = Rb, = aggi.

Since R = R for real-valued stationary stochastic processes, and R has full
rank which implies uniqueness of the solution to Rb, = Uggi, it is evident
that by = ap, and thus ng = az;.

Solution 3.10 The sampling rate determines the resolution of the auto-
correlation function. The plots below (Fig. 3.3) show a continuous-time
autocorrelation function which is sampled at 5 Hz (77 = 0.2) and 10 Hz
(T5 = 0.1), respectively.

Comparing the two sampled correlation functions, it is obvious that under
the requirement of maintaining the information contained in a specific time
lag interval of r(t), doubling the sampling frequency calls for doubling of the
discrete-time AR model order.
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r(t)
0.5 . rﬁnTl)

Autocorrelation r(t)
o
T
"

-05 b

1 I I I I I
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Continuous time t

l T
. rgt)
= 05k . rnTZ) i
=
2
5]
Q
o
5-05 1
<<

-1 L L L L L
0 0.5 1 15 2 25 3

Continuous time t

Figure 3.3: Sampling of an autocorrelation function at two different rates.

Solution 3.11 The general normal equation

can be rewritten as

7":1:(0) Tx(l) T:E(p) 1 O-g
rz(1) 72(0) re(p—1)| |a1 _ 0
@) -1 . a0 ] la) Lo

From the first row multiplication we obtain

P
02 =71, (0) + Z a;ry (7).
=1

and for the remaining rows
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which thus yields the desired result

a1 72(0) rz(p—1) —rg(1)
as _ rz(1) re(p—2) —r.(2)
a.p Tx(p'— 1) . ’I“x'(O) —rg;(p)

Solution 3.12 We know that

¢ =(1 —dizfl)H(z)|Z:d_, i=1,...,p.

Then
Co; — (1 - inZ_l)H(z)‘Z:d%
and
c2i-1 = (1 — d2i71z_1)H(2){z:d22‘_1

using that do;—1 = d;
cim1 = (1 —ds;z ") H(2)] = ¢

z=d3;

Solution 3.13 The power for each component in the parametric EEG anal-
ysis with the SPA decomposition can be obtained by evaluating

1
r5,(0) = 2—71_] %C Se.(2)2 7 dz

—ZRGS wz dgl l]

with the residual value in

Res [Sxi(z)z_ljdgi_l] = lim (2 —dg_;)Ss(2)2z7 "

z—dai_y

By substituting we obtain

o 5 (2R(coi) — 2R (caidy;)d5') (2R(c2s) — 2R (eoidsy;)dai)
! (1 — doi—1dy; ) (1 — doj—1da;) (1 — doida;)
(2R(cas) — 2R (coids; ) ds;- 1) (2R (c2i) — 2R(c2id3;)d2i—1)
(1 —daidy;' 1) (1 — doi—1dai—1) (1 — doidai—1)

P = Tﬂﬁi(o) =

+a§

and using the fact that dg;—1 = d3; we have
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P = L R (%(CQZ') — %(CZidgi)dgil) (%(621‘) - %(Cﬂd;i)dﬁ)
(U daidi) (1= d5dz) (1 — &)

p—_ 8% h@ﬂ%wm%mw—w%m@@MM+@ﬁﬂ
C1 [P Lot [da? — 3, — didy! |

Solution 3.14 From the decomposition presented in Section 7?7 we can
express the power spectrum corresponding to one particular i*" peak as

2R(cai) — 2R(cgirie %) e 2 s N (e/)

(1~ rietic) (1 — i) | 70~ D(er)’

Sa(e) = |

It is obvious that the term Sy, (™) is defined by a ratio with a numerator,
N (e), and a denominator, D (e?). To search for the frequency peak w;
we should differentiate the fraction expression with respect to w and solve
for zero value, that is,

de, (ejw) B %D (€JUJ) - N (e]w) %

et 57 () =0. (3.4)

Keeping in mind that the nominator N (e?*) has real-valued zeros and that
the poles are located near the unit circle, this implies that around the max-
imum w; the variation of N (e*) with w will be small as will D (/). As
a result, the product of both terms will be very small and to obtain a zero
in (3.4) the second part in the numerator N (e*) % needs to be small.
N (e?) is large (distance to the zeros) so the only solution is that % is
approximately zero. This is equivalent to find the minimum of the resonator
represented by the denominator.
By evaluating the denominator we get

D (&™) = |(1 — re e ) (1 — rie?ie )2
= |(1 — 21 cos pe ™™ + rie V) |?
= 14412 cos® ¢y + 1} — 4ri(1 +12) cos ¢; cosw + 217 cos(2w).
Differentiation with respect to w yields

dD (e
—d(j ) = 47;(1 4 72) cos ¢; sinw — 472 sin(2w),

which when set to zero becomes

1+ 72) cos ¢; sinw; — r;sin(2w;) = 0.
7
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After some trigonometric manipulations, we obtain the solution

T

1 2
W; = arccos ( ;TZ cos g{)i) .

which is the maximum frequency of the peak. Note that as r; — 1 then
w; — ¢; giving the maximum at the pole angle.

Solution 3.15 a) the residue ; is express as

7; = Res [Sx(z)z_l, dj]
= lirg(z —dj)S.(2)z"

o2

- (3.5)

p

[[a-da;") []@ - did))

=1 k=1
i#]

b) The power spectrum can be express as:

with

. .
. (3.6)

However, this is a decomposition that do not need to preserve the positive
characteristic of a real power spectral decomposition, so if poles are close
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together some terms «y; can even be negative not meaning there is any pole
with negative contribution. This decomposition, when the poles are well
separated is equivalent to the one presented in the text.

Solution 3.16 The solution is the same Ag(n) but taking out the square
of the denominator, and introducing the reference window power o2 to in-
dependent from original power.
s
= (Se(e™;m) — 03)2 dw
Aj(n) = ——=

s
g{? Se(e™;n)dw

—Tr

When S.(e™;n) = ao? it can be shown that As(n) = (a;—;)z, and when

Se(e*;n) = 162 then Ay(n) = (o — 1)%. However in both cases

(0 —1)°

aym) = 2=

making this a better suited error criteria than the one defined by As(n).
Note that the factor o2 in the denominator of A’ (n) is introduced in order to
make the error independent of the power. Without this factor, the measure is
still insensitive for power increases or decreases but yes to original reference
window power o2 that is not a nice feature.

Solution 3.17 Proceeding in terms analogous to (?7) we obtain

/ re(0;n) | 1e(0;0) 2 27
4= (5501 * o %) * o 2
where the first term evidently is symmetric with respect to power changes.
However, the second is only symmetric for power changes that maintain
the white noise properties. In other words, the redefinition of A4 (n) in the
previous problem alleviates the symmetry problem with respect to power but
does not solve it completely. The effects of variation in shape of the spectrum
can be less pronounced than those because the power change (second term
respect first term). When this is no longer true, in this time domain a new
error measure can be proposed, Af(n), that still corrects for this remaining

dependency by

pooy _ (Tel0m) | re(0:0) 2 NS 200
a4 = () * o) 2)*@(0;0),; ()
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Solution 3.18 We start by recalling the Parseval relation for discrete time
signals and the relationship between discrete and continuous time Fourier
transforms when signal is alias free sampled.

X(e) = 2 X@locuri ol <7 3.7
with this relation and the Parseval equality we can write
S a?(n) = — /7r X () 2
4 or J_
_ /Q T IXOP o,

Q/z T2

By using this relationship, the continuous time, temporal duration Ay
can be expressed as:

0 [e.e]
[Ce-wpa T3 (- nny )
Af = = == - = T2A2
/_OO (1) dt T Z z%(n)
and the continuous time frequency duration Aq can be expressed as:
1 [* 9 9 1T (™ (w—w)?, 5 dw
— _ — WU 2y (ewy 222
VT ALY S S AlGls AP
N 1 [ N 1 dw -T2
— [ 1X(Q))d2 — T2 X(e™)? :
— [ 1x@pPd 5 [ THx )P

So, the same uncertainty holds for the discrete time defined widths

1
AaAr = AuA > 5 (3.8)

Solution 3.19 The windowed STFT is expressed as
(o]
X(t,9Q) = / o(T)w(r — t)e ¥ dr. (3.9)
—0o0
To be saw the STFT as a linear filter, it can be expresses as

X(t,Q) = / T (et — F)dr (3.10)

—0o0
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that by identifying terms we obtain
h(t) = w(—t) (3.11)

that is a linear filter applied to the modulated signal x(r)e‘jm .

When we discretize the frequency as multiples of some reference (2,
Q = m$g, and sample in time, t = nT,, we have a modulated filter bank.
See that the signal is “demodulated” by €2 and filtered by h(t). If h(t) is a
narrow band low-pass filter, then we have a filter bank interpretation of the
STFT.

Solution 3.20 By making a variable change we can express the Wigner-
Ville distribution as

Wa(t,Q) =2 /OO e (t—1)z(t+71)edr (3.12)

—00
that can be express as function of the Fourier transform of a function g(t,7)
glt,T)=a"(t—71)x(t+71) (3.13)
with respect to variable 7
G(t,9) = FT{g(t,7)} (3.14)
giving
W (t, Q) = 2G(t, ) |qr=20 (3.15)
if the original signal spectrum X () extend a bandwidth of B Hz then the
spectrum G(t,Q2) will extend a bandwidth of 2B since it comes from the
multiplication of z(t) with itself giving a convolution spectrum that extend

twice the original. See figure 3.4a If we sample the signal x(t) at Fy = 2B
it is obvious that when computing the discrete Fourier transform of

g(n, k) =a*(n — k)x(n + k) (3.16)

it will appear aliasing at G(n,w) since we are sampling g(t,7) at Fy = 2B
that is half their Nyquist rate, 4B. See Figure 3.4b.

We(n,w) = 2G(n,w'") ] w—ow (3.17)

And in the Wigner-Ville representation it appear a aliasing folding of the
spectrum at F/4 rather than at F5/2. So to avoid that we need to sample at
least at Fs = 4B meaning twice the Nyquist rate of z(¢), and when analyzing
on the G(n,w) go up to 7 or when analyzing W, (n,w) go only up to m/2.
See Figure 3.4c.
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AN

Figure 3.4: Wigner-Ville sampling phenomenon.
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Other alternative is to estimate the Wigner-Ville from the analytic signal
xA(t) rather than from z(t). The spectrum has only contribution on the
positive frequencies and then the aliasing is avoided even sampling at Fy =
2B, since the folding has not contribution from the negative spectrum, see
Figures 3.4d,e. Note that same analysis can be done for the Ambiguity
function.

Solution 3.21 By recalling the Q(t) definition we have

/ W, (1, 2)d0
Q(t) =

/ W, (£, Q)d

and by introducing the known relation for a signal, y(7), and its Fourier
transform pair, Y (), and the time marginal condition,
1 o

Y(2)d2 = y(r) o

2 ) o

we have

[ / QW (1, )T

MW= or

and introducing the Fourier pair relation QY () «— %d?ji(:)
Tar e (5w (t+3)],
2|z(t)[?
g (t)we(t) — ze(t)zg (1)
2)lze(t)|?
S (g (t)ae(t))
|ze(1)]?

Qt) =

Since
zo(t) = s(t)e®

it becomes directly that
Q) = ¢'(t)
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Chapter 4

Solution 4.1 The estimate of the deterministic signal s from the noisy
response X; is obtained by ensemble averaging,

1 < 1 <
éazﬁzlxzzs—l—ﬂzlvl
1= 1=

For only one response (the first), the SNR is defined by
T
Elv{vi]
Averaging over M responses yields the following SNR

STS

I P

Since the noise vectors v; of different responses are assumed to be uncorre-
lated, that is, E[v]v;] = 0,4 # j, we can simplify this expression to

SNR, 1 = 10log = -5 dB.

SNR, ar = 10log

T
SNRgr = 10log ————
1
e > Ev{vi]

1=1
T

— 10log M——>—

[vi vi]

= 10log M + SNR 1,

where the next last equality is due to that the noise variance is assumed
to be identical in all responses. In order to obtain an SNR of 10 dB, we
therefore require that

10log M —5 > 10

M >10%/10 =316

and thus M = 32 responses are needed.

Solution 4.2 From the ensemble of M responses, subaverages over even-
and odd-numbered responses, respectively, are calculated by

o M/2
Sao(n) = 77 > a2i(n)
=1

M/2

Sur () = % S i 1(n).
=1
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The signal is deterministic, and the noise is zero-mean and uncorrelated
between different responses. Thus

V[8ag(n) — 8, (n)] = Z vai(n) — vai—1(n))

M/2 M/2

> Z Z (v2i(n) — v2i-1(n))(var(n) — var—1(n))

< =1 k=1
2
M
42

M-

Solution 4.3 Taking the expression of the variance estimator for a number
of M recurrences

. 1 2
Gom(n) =57 > (@i(n) = &a,m(n)?,
i=1
it can be rewritten by grouping the terms related to the &3, v —1(n) estimator
as:
1= 1
65 r(n) = i Z; (i(n) — S, (n))* + i (wa(n) — S (n))?,
1=

and assuming 8, a7(n) = 54,m—1(n), it can be rewritten to

-1

M
) = (3721 = 3= ) 2 @0 @) (@19

=1

+ o7 (@u(n) - Sar(n))?,

resulting finally in the recursive expression

52 01(n) = 62012 (0) + 2 [@ae(n) — () = 62004 ()]

Note: If at the original estimator we would introduce a factor ﬁ rather
than ﬁ to have an unbiased estimate, the recursive estimate would differ
just by replacing the same factors in recursive expression.
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Solution 4.4 Assume that M concatenated responses x; are available, each
with a length V. Initializing the recursion with s, = 0, we get

ée,l = (1 — Oé)éep + ax1 = axq

Se2 = (1 —a)se1 +axz = ol —a)x) + ax

$e3=(1—a)sea+axs =a(l —a)’x; +a(l —a)xz + axs

—_

M—
Se. M = all —a)"xpr—m-

m=0

Now, by concatenating all available responses into one long piled vector, i.e.,

X1
X2
X= 9
XM
we get
n M-1
y(n) = 5c (2 ) (” N LNJ N> = > a(l—a)"z(n —mN).
m=0

Performing the same calculations as in (77?), i.e.,

[e.o]

z(n)= > x()d(n-1),
l=—00
z(n—mN)= > z(1)5(n—mN —1),
l=—00
M-1 00
= yn)=> all-a)™ Y  z()§(n—mN 1),
m=0 l=—00
0 M-1
= > 2(1) ) al—a)"5(n—mN —1),
l=—00 m=0
the impulse response is given by
M-1
h(n) =Y a(l—a)"§(n —mN),
m=0

and is plotted in Figure 4.5. From this figure it is evident that older responses
in the ensemble are weighted less and less.
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Figure 4.5: The impulse response of the exponential averager for a = 0.08 and
N = 100.

Solution 4.5 Following Problem 4.4 but with S, = x1, it is found that

M—2
Ser = (1— )M 1xy + Z a(l —a)"Xpr—m.
m=0

Taking the expectation of 3. ps(n) yields

M-2
Efen®)] =1 - )" Elzi(n)] +a ) (1 —a)"Elzy—m(n)]
m=0
_ —« M-1
= (-0 e ) s

= 5(n),

which shows that 3. 3s(n) is an unbiased estimate when initiated by §.9 =
X1; this is in contrast to the asymptotically unbiased which was initiated by
Se0 = 0.

The variance can also be calculated by the following calculations

}

N

Visear(n)] = El(Se.ar(n) — Blse.ns (n)])

i

2
=F <(1 — )Mtz (n) + a(l —a)"zr—m(n) — s(n))

1

=F <(1 — o)M=y (n) +

=
&
Q
=
!
Q

)m'UM—m (n)>

g 3
Ll

= (1= M VEWi(n)] + Y o1 — ) B} _pm(n)] +0,

3
IS
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where all the cross-terms are equal to zero. Thus,

(1= a2
V S ()] = 03(1 — 024D 4 2o L=

and the asymptotic variance is

9 «

lim V(s =
Jim V[sear(n)] = 025,
which is identical to the asymptotic variance when the initialization is done
with 5. 0(n) = 0.

Solution 4.6

a) From (??) and from Problem 4.5 it is evident that initialization with
Se,0 = 0 produces a biased estimate. On the other hand, when using
Se,0 = X1, the estimator is unbiased but has a larger variance, espe-
cially for small values of M. However, as the number of responses M
approaches infinity, the bias decreases such that both estimators are
asymptotically unbiased and have equal variances.

b) Using any of the two previously considered initializations, i.e., .9 = 0
or 8.0 = X1, we have an asymptotic variance of

@
1 =02 :
i Vlsear) =ov5 =
By setting
2
RV

we obtain a variance that is asymptotically equal to the ensemble
averager.

Solution 4.7 From Problem 4.4, we have that

Sem(n —az (1 —a)"xpr—m(n),

whose expected value is

M-1
El3,, =a) (1-a)”
m=0
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Thus,

[ /v 2
= o’F <Z (1 —a)"™(s(n) +vpr—m(n) — s(n)))
m=0
[ /-1 2
=o’E ( (1- a)va_m(n)>
m=0
M—1M-1
=a’ (1= )™ Eloar—m(n)orr—i(n)]
m=0 k=0 02, k=m; 0, k#m
M—1
= a? (1—a)*™s?

1-(1—a) v

which is equal to the expression given in (77?).

Solution 4.8 Ensemble averager:

To estimate the -3 dB cut-off frequency we should find that w. for which
|Hy(e™)| = 1/4/2. In the text, the ensemble average was shown to have
the transfer function

Ha(e]w) _ SlIl(U.)NM/2) e—]wN(M—l)/Q.
M sin(wN/2)
Since the transfer function is a ratio between two sinusoids, this expression is
best studied either numerically or with some kind of approximation. We will
first find the first zero after a lobe maximum. We will perform the calculation
at the DC lobe, i.e., w = 0. The first zero is reached at frequency wg when
the sinusoid in the numerator becomes zero, i.e., wgNM /2 = 7w. Then

2w
NM’
When approximating w. we realize that w. < wg = A?—X/[ then w.N/2 <

17 < 1. This implies the sinusoid in the denominator of |H,(e/¢)| can be
approximated by the argument

wo —

sin(weN/2) ~ w.N/2.

However for the sinusoid in the numerator we have that

NM _ 2w NM _
5 SNM 2 ™

We
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which is a far too crude approximation since this frequency is not far smaller
than one. Therefore a higher order approximation is used:
weNM/2  (w.NM/2)3

1! 3! '

sin(w.NM/2) ~

To estimate w,. we should solve

weNM/2 — (weNM/2)3/3! 1
weMN/2 B

9

which gives

C(1—1/v2) 2312052 96513
we NM - NM

Ezponential averager:
For this estimate the transfer function is

e
H,(e*) =

e(e ) 1+(a_1)€—JwN7
The frequency w, at which |H,(e*¢)| = 1/4/2 can be calculated from the
maximum (w = 27n/N) for any of the lobes. We will again do this calcula-
tion from the DC lobe (w = 0). Then, w, < 27/N and the transfer function
can be approximated by

He(e™) = 14+ (a—1)cos(wN) — 3(a — 1) sin(wN) Sz Ja—1wN’

So the -3 dB cut-off frequency w. can be calculated as
weN(1—a) =«

and

«
We=——"-—=

[0
N(l-a) N’

An alternative approach to obtain this result is to study the poles of the
transfer function. The poles can be calculated as

I+ (a-1)2zN=0=2N=01-0a)
=1 -a) NNk k=0,...,N -1
——

pole radius

An approximation of the -3 dB bandwidth is given in (?7?),

Aw;g dB ~ 2(1 — ’I“),
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where r is the pole radius which is assumed to be close to one. Hence,

_N1/ J—
wcz2(1 ! a):l—Nl—oa

2
for the exponential averager. Using the Taylor series expansion for o < 1
we obtain the earlier result

o
N

Solution 4.9 The transfer function for the exponential averager is given by
(77),

We A2

«
Hele™) = e emmn

where it should be observed that the maximum gain of each peak is unity.

a2

(14 (a—1)e »N)(1+ (a—1)erN)

a2

T 1+ (a—1)2+2(a— 1) cos(wN)
1031002 — 1 — (@ — 1)?
2(a—1)
1031002 — 1 — (a0 — 1)?
2(a—1)

1 (103/1%2 —1—(a— 1)2> 2

() =

\H(e]“’)\2 = 107310 = cos(wN) =

wN-arccos( >+27rk, k=0,1,...N -1

= — — k.
W N arccos 2a—1) + N

The magnitude function is -3 dB at the frequencies +wy, ..., +wn_1 since
the cosine is an even function. It is easily verified that the magnitude is
unity at w = 0. Thus, due to symmetry, Awsgqp = 2wy.

Solution 4.10 The transfer function for the exponential averager is given
by (77),

[0
He(ejw) = 1 + (a — l)e_]wNa

The magnitude and phase are plotted in Figure 4.6. The phase function is
given by
®(e’) = phase(H,(e’*)) = phase(1 + (a — 1)e™N)
= arctan (@ = 1)sin(wN) ~ arctan L(WN)
N 14 (a—1)cos(wN)) ~ 1 — cos(wN)

—sin(wN) >
2sin?(wN/2)

= arctan <
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Figure 4.6: o =0.05,N =10

Since the phase response is nonlinear it seems reasonable to assume that
the response will be distorted in shape. However, the response s(n) is as-
sumed to repeat itself in every response (period of N) such that the frequen-
cies of interest are constituted by the DC level, the fundamental frequency
at w = 27 /N and its harmonics. At other frequencies, only the noise will be
affected since it is not periodic and will then be distributed at all frequen-
cies. A careful look at the phase response shows that at w = 27 /N and its
multiples the phase is always equal to zero. Hence, the components of s(n)
are unaffected due to the zero phase and consequently undistorted.

Note the linear behavior in between every period 27 /N of the spectrum
which can be explained by graphically analyzing the transfer function in the
z-plane.

®(e’) = phase(H,(e™)
= phase(1 + (o — 1)e™%)
2k
m  (w—FF)N 2k 2n(k+1)
~N -4 —— < — 1 —_— _—
5 + 5 0<k<N-1; N <w< 5

This approximation is perhaps not evident from a mathematical point of
view but is suggested by Figure 4.7 where the z-plane of 1 + (o — 1)e™V is
shown. As far as a < 1, the triangle is approximately equilateral and then
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the above phase approximation becomes evident.

1

0.8

0.6

0.4r

02 wN

0
wWN/2
-0.2

0.4

-0.6

T
ZIN 0+ZpL -=()H)aseyd

-0.8 -

1 I I I I . I I I I
0 0.2 0.4 0.6 0.8 1 12 14 16 18 2

Figure 4.7: z-plane

Solution 4.11 Assume that the amplitude drops from 0.6 uV to 0.2 uV
after the M response at the peak in ng, and that k responses with lowered
amplitude are collected. Thus, the ensemble average is based on M + k
responses.

a) Ensemble averaging.

) M M+k
E[34(no)] = E Tk (Zﬂfi(no) + Z sz’(no))]
i=1 =M +1
_ M-0.6+Fk-0.2

<03=k>3M.

M+ k

b) The initial condition $.o(n) = 0 is used for exponential averaging.
The first M recursions yield

M—1
El5cm(no)] = E [ a(l— Oé)mib‘M—m(no)]
m=0
1

= Z_ a(l —a)™0.6.

m=0
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For the following k recursions, E[S.a(n0)] acts as an initial value.
Hence,

M-1
El8epik(no)] = (1— )" Y~ a(l —a)0.6

m=0
k—1
+FE Z a(l — )"z k—m(no)
m=0
M-1
:(L—mkE:aﬂ—a"®6+§: (1—a)"0.2
m=0

:0&1—a)—06u—aﬂ“*+a2—0%1—aﬁ
=0.4(1 —a)* —0.6(1 — )™** +0.2.
We now have to solve

0.4(1—a)* - 0.6(1 — )% +02<0.3
and

(1—-a)*0.4-0601-a)M) <01=
log(0.1/(0.4 — 0.6(1 — a)™))
log(1 — «)

Assuming that M is large, we may approximate it by

k>

041 —a)* <0.1=>

log(0.1/0.4)  —0.6020 _ 0.6020

k = R~
” log(1—a)  log(l— ) e

(The assumption that M is large corresponds to the assumption that
the average has reached 0.6uV before the change occurs.)

Solution 4.12 The weighted average for the case of varying noise variance
but constant signal amplitudes is given by

z;(n)

g2
A =1 0
Swm(n) = ———-.

|~

D

=1

Q
SN

It is now desired to express the weighted average $,, ps(n) as an update of
éw, M_l(n):

Sw,m(n) = Swm—-1(n) + an(zr(n) — 8w n-1(n)),
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where oy is the weighting function to determine:

M M-1
(1) zi(n)  zu(n)
2 2 + 2
~ =1 Uvi =1 Uvi O-vl\/f

=1 i
FSwar-1(n) + =2 (n)
A Yt Y
= Sw,m-1(n) m
1
>
i=1 v
1
o,
= Sw,m-1(n) + 7 —(xm(n) — Sw,p-1(n))
1
>
i—1 i
Hence,
1
2
Torr
oy = )
M
1
> =
im1 vi

When the noise samples have the same variance o2 for all responses, the
weighting factor reduces to apy = 1/M, i.e., the weighted average becomes
similar to the ensemble average.

Solution 4.13 The PDF of the signal x in that interval

x = [z(=N)...z(-1)]" (4.19)
s x — 1my) T (x — 1m
pe(x) = mexp =1 ”;Ué Lm.) ; (4.20)

Then, the log function becomes

N 1
Inp,(x) = constant — ) Ino? — —(x — 1my,)T (x — 1my,), (4.21)

2
202
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which differentiated respect to o2 and equaling to zero gives the equation

for the ML estimate, 52:

(4.22)

N/2 1 .
- —1 —1my) =0
52 + 251 (x my)” (x my) ,

that results in
(4.23)

This estimates requires to know m, that usually is also estimates as m, =
2

1°x which lead to an approximate ML estimate of the variance &;

N
52 = (x — 177%1,)]7\;()( - 1mv). (4.24)

Solution 4.14 The idea is to express V[3,, a7 (n)] in V[5,, p—1(n)] such that

an update equation of the form V[, ar(n)] = (1 — gar) V(8w m—1(n)] is ob-
tained. We start this derivation by first determining the variance of sy, ps(n)

-y .
oz
Viswm(n)] =V Z ZTm(n) - ]
m=1 Zi:lg_i?
PR A
=V |s(n) + U (n) .
AR 1
=E > wn(n)vm(n)—2"—
k=1 m=1 (lel %)
1
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The recursion is then obtained by

. 1
Visu(n)] = —
1
>
Jj=1 UUJ
B 1
M-1 1 N 1
7=1 0'12)], UgM
_ 1
- 1 1
V[‘gwyM*l(n)} 0-12)M
O-/I%]W

= _ V[éw,M—l(n)] 5 ;
- <V[§w,M_1(n)]+ggM> Viswa—1(n)].

gm

Solution 4.15 The weighted average is given by, §, = Xw, where X =
sa’ 4+ V is the model of the signals in the ensemble, with s denoting a
deterministic waveform, a a vector with possibly varying amplitudes, and V
column vectors with noise realizations. In this exercise, the case 2 scenario
with varying signal amplitudes and constant noise variance is considered.
Thus the optimal weights are
_a

It is assumed that the noise is white, and that the number of signals in the
ensemble is M.

= F[Xw]
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The variance is

M a
Vidu(m)] =V | > xm(n)M—m2

vV =~M 9°
D et CLZZ

Provided that the weights are accurate, the weighted average is unbiased.
Furthermore, it is consistent since

1
. A o . 2 o
i VBl = fim ov gy — =0
>
1=1

Solution 4.16
a. We should find those weights w; which minimize the mean square error

M 2
E=E <s(n) = wm:,(n))
=1

This is done by differentiating £ with respect to w; and setting the result to
zero, i.e.,

o

=0, j=1,....M
awj ) .] ) I ’

which yield the following system of linear equations,

M
<s(n) - Zwlacl(n)> :Uj(n)] =0, j=1,...,M.
i=1

With the signal model z;(n) = s(n)+wv;(n) and the knowledge that the noise
variance differs from response to response, i.e., E[v?(n)] = 01212_, the equation

E
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system can be rewritten as
M
s*(n) = Zwis2(n) +w;E [vjz(n)] , j=1,...,M.
i=1

which can be rewritten as

M
wjagj = (1 - Zwl> s*(n), j=1,...,M.
=1

By subtracting two equations in this system, we obtain that

2
w; = o w
T — o Wy,
o2
and then
Mo
2 2
wjoy = (1 wioy, 0—2> s%(n)
i=1 Vi
we obtain that )
Wi = 03].
;=

This expression is ”Wiener-like” and is time dependent since the weights
depend on s(n).

b. Now we will introduce the property that the estimate should be unbiased
by requiring that the sum of weights should equal one,

M
Zwi = 1,
i=1
and thus
M-1
wpr = 1-— Z w;.
i=1

With this restriction we obtain the error

M-1 M—-1 2
e=F (s(n) — Z w;x;(n) — <1 — Z wi> xM(n)>
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and the linear equation system

( Z wizi(n (1 - Z w2> zar(n ) (—z;(n) +xM(n))] =0

for j =1,..., M, that with the same signal model as before arrives to

M-1
wjagj —i—U?,M (Z wi—1> , j=1,..., M.
i=1

Subtracting again the following relationship between weights is obtained

2
w; = Jij
1 — o Wy
a5,
and then
M-1 1
W 1+ U VM 2 - UM
O-’U
=1 7
which gives
1
2
w; = Tv;
J T M 1 .
>
— o5

=1

This solution is identical to the one obtained when the SNR was maximized
also with the restriction on unbiased estimate.

Solution 4.17 Since both the amplitude and the noise variance vary from
response to response, we have that

T
a—[al as ... CLM]
o2 02 0
0 o 0
Ry =N 2
0 0 o2

M

Using (?7), the maximization of the SNR (or L) leads to the following
generalized eigenvalue problem,

R(/l aa’w = \w.
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Since R‘_/laaT is of rank one, A\nee = a’ R7'a, cf. (??). This implies that
the optimal weight vector is given by the eigenvector

w = cwR‘_/la = Cp _ ,

an

2
ag
L M

which may be verified by insertion of Apq. and w = cwR(/la into (77),

cwR‘jla aTR(/la = Cy aTR(/la R(/la.
N—— N——

scalar scalar

The final step is to determine the factor ¢,, such that unbiasedness, E[S,,] =
s, is obtained:

E[8,] = E[Xw] = ¢, E[XR'a] = ¢, E[sa’ Ry,'a] + ¢, E[VR,'a]

= cys(a’ Ryta) + ¢, B[VIR a = ¢, (2’ Ry a)s.

Hence, ¢, = (aTR‘_/la)*1 leads to unbiasedness. Thus, the optimal
weight vector is

1

=—— _ Rila.
aTR(/la v

w

Solution 4.18 In cases with high SNR, considering as noise power estimate
the total single-trial power is not adequate, rather we need to exclude the
deterministic signal component s from the observation before to estimate.
One way to do that will be to first subtract some estimate of s that do not
require the weighted averaging. One such option is to subtract the ensemble
average before power estimation

52 = %(xi — 6)7 (%1 — 8a), (4.25)
This estimate can, however, introduce some errors when the noise variability
include outliers, making the estimate, §,, unreliable and then propagating
that to every trial estimate of 6%1,. To avoid that it can be considered the
median rather than the mean and come with the noise variance estimate

. 1 . )
0-12)2' = N(Xl - Smed)T(Xi - Smed)a (426)
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Solution 4.19 In the proposed system based on the adaptive linear com-
biner, we know that, for the stationary signals case, the optimum weights
follow the following relation

w’ =R, 'rs,, (4.27)
with
R,(n)=F [x(n)xT(n)] (4.28)
Toiz (M) Toze (M) oo Toyz,, (R)
_ rmﬂ‘l (n) rmm? (n) & szmz'u (n) (4.29)
Toyzr (M) Tayze (M) oo Tayzn, (R)
o2 0 ... 0
= s*(n)117 + ? J% ? : (4.30)
00 .. o

where it has been assumed that noise is uncorrelated between different re-
alizations and stationary within each realization, and

rs.0(n) = Els.(n)x(n)] = s*(n)1, (4.31)

that has also involve assumption of un-correlation between residual noise in
3¢ and noise at every realization. Using the matrix inversion lemma that
states: if A and B are two positive definite M-by-M matrices related by

A=B'+cCD'C”

where D is a positive definite N-by-N matrix, and C is an M-by-N matrix.
Then the inverse of A may be expressed as

A'=B-BC(D + CTBC)"'C”B.

Identify the following matrices:

A =R, (n)
1
P 0 ... 0
0 % .0
B: . .2 . .
0o 0 ... U_gM
CcC=1
1
D:
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we obtain

1

0.2

11

_ s2(n) o2

WO(’I’L) = 82(n)R$1(7’L)1 = TQ(n) _2 (432)

L+ e :

o

M

To solve the problem of the bias in the estimate we can introduce the
MSE, &, with the constrain, Lagrange multiplier, that the weights are
unbiased, w’l =1,

Ew = E [ (a(n) — w'x(n)*] + A(wT1 - 1). (4.33)
Taking the gradient respect to w we obtain

vwgw = vw (E [§2(n)] + WTRI(H)W - QWTrgam(n) + )\(WT]_ — 1))
= 2R, (n)w — 2r; . (n) + A1. (4.34)

which gives and optimum constrained solution w?

A

we = Ry (n)re,e(n) — 5

R;!(n)1 (4.35)

and imposing that 17w? = 1, we obtain the value of \

2 (1R (n)rs,z(n) — 1)

A= = — 4.36
17R;(n)1 S L (4.36)
and
1
0.2
) 1
2
wl=—— | 7 (4.37)

c
2 i1

Il
R

1

T

which is the unbiased solution that now does not depend on time n. A
constrained LMS can be derived from the steepest descent method

w(n+1) = w(n) — %,uvwé'w(n) (4.38)

= w(n) + pEle(n)x(n)] — gm (4.39)
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and by taking the LMS approximation, Efe(n)x(n)] ~ e(n)x(n), and forcing
that w(n + 1) is also subject to the constrain 17w(n + 1) = 1 we obtain
that

2(1Tw(n) — 1)  2e(n)17x(n)

A=
uM + M

(4.40)
and the resulting LMS constrained algorithm is

0 +1) = wim) (1= 22 cupxn) + & (1= 17w(w). (@41
w(n =w(n)+u a7 ) e)xn) + 57 w(n)) . .

If the algorithm is correctly initialize so 17w(0) =1, e.g.

11 1]
then it will always be 17w(n) = 1 and the algorithm can simply to
117
wn+1l)=wn)+up(I- 57 e(n)x(n). (4.43)

To allow the algorithm to converge, and under the assumption of station-
arity, we can take the weight values at the end of the recurrences n = N,
and use the weights w = w(NV), in the averaging. If noise variance even
change within each realization during time, then the weight adaptive esti-
mator output can be used as signal estimate.

Solution 4.20 The model of the signals in the ensemble is
X =sal +V.
Hence,

E[tr(XTX)] = E[tr((sa” + V)T (sal +V))]

= tr(ainsJaT) + tr(E[VTV])
=1

M
:aTa—i—Ng agm,
m=1

where N is the length of each response, M is the number of responses in the

ensemble, and agm is the variance of the noise samples in the m™ response.

It is evident that the estimate is severely biased by the noise.
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Solution 4.21 Solving the ML as was done for the stationary case, we will
have now the following likelihood function

M 2
po(z1(n), ..., zp(n);s(n)) = H exp [— —5|zi(n) - S(N)\] ,

U

(4.44)

and by maximizing their log function with respect s(n) we will have

dlnp, (z1(n),...,x (n),s(n)) =
(4.45)

The function to be maximized is now J(s(n))

M — Ss\n 2
=> ) (4.46)

=1

which, when differentiated, yields

0J(s(n)) e sgn(wi(n) —s(n))
o) = > - =0. (4.47)

(3

i=1

To make sure that the sum in (4.47) is equal to zero, we must choose
s(n) such that the number of sample values greater than s(n), all summed
with a weighted by 1/0,,, equals the sum of the number of sample values
smaller than s(n), also weighted by 1/0y,; this procedure can be denoted as
the weighted median.

The procedure for computing this weighted median consists of sorting
the sequence of samples,

sort
{z1(n),2(n),...,xn(n)} — {zq)(n), 2@2) (1), ...,z ()}, (4.48)

where the subscript parenthesis indicates that the samples have been ordered
in increasing order, z(1y(n) < x9)(n) < ... < x)(n), and followed by
computation of the K point such that

K—1 M

1 1
Z Ov; a Z Ov; (449)
i)=1 (@) (1)=K+1 (@

Since it will be difficult that the equality holds, we can define the “weighed
median” as

§Weight med(n) = T(K) (n) (4.50)
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such that

K-1 1 M 1

K= i 4.51
arg min (4.51)

Oy, Oy,
(=1 ‘@ ()=K+1 ‘@

This proceeds to estimate the weighted median will require estimation
the noise variance at each observation. This can be done for any of the
procedures considered for weighted average. Also note that this technique,
in contrast to the non weighted median, will take information no only of
the actual value x;(n) of the sample, but of the total observation noise
information o,, and so can result in a better median estimate when noise is
highly non stationary.

Solution 4.22
§M(n) = §M71(TZ) + aMw(xM(n) — :§M,1(n)) (4.52)

P(x) =1 - sgn(z)

If we initialize the $p(n) = 0, and assume that s(n) > 0 and the noise is
zero-mean (reverse argument for negative), then initially z1(n) — So(n) =
z1(n) — 0 = vi(n) + s(n) is more likely to be positive than negative since
vi(n) is zero mean. This implies that it is more likely we add in (4.52) a
value 1 and then the §;(n) will overall increase. This will happen until the
probability that (x;(n) —8;—1(n)) > 0 was the same as the one for being < 0.
In this moment it will be equal (in mean) number of times z;(n) > §;,_1(n)
than the reverse and this happen when §;_1(n) is the median of x;(n) (same
number of values larger than lower) and then it is demonstrated.

Solution 4.23 The cut-off frequency 2. can be estimated by solving
sin %QCT 1
3Q.T V2

This transfer function has a DC lobe with the first zero at Q = 2% This
implies that the -3dB cut-off frequency will be much lower than this.

Pr(Q) = (4.53)

2w
Q. << T

QT/2<<m

and the sinusoid in (4.53) can be approximated in the area of the cut-off
frequency as

~1— 26— -
PT(QC)Nl (QCT/2) /6_\/5
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and then
A =1/V2)6 g 422
¢ T T

Compare with Figure ??(b) to see that this expression of F, is a good esti-
mate.

Solution 4.24 The “discretized” Gaussian PDF of a time-discrete jitter
is

where oy determines the dispersion of 6 (oy does not have to be an integer).
This discrete-time PDF can be interpreted as a sampled continuous-time
function Pj(t)

2

T
Pi(t) = ——=e 7,

\/ 2770,52
where o, = 0¢Ts. Since Py(0) = P,(07Ts), we can use the well-known relation
between the continuous- and the discrete-time Fourier transforms

I G
Pg(e J ) = Ts nz_oo Pt(Q — 27Tn/T5)|Q:w/TS.
Since s
Pi(Q) = T,e 20
then -
Be )= 3 it (450

To estimate the -3 dB cut-off frequency w. we can make the assumption
that the width of the Gaussian in (4.54), i.e., 1/0p, is small compared with
the 27 repetition spectrum and then estimate the cut-off frequency w,. as it
would have been done from a single Gaussian. Then

v1n2

g9

e 278w = 1/\/5 = we =

Another alternative is to study the behavior of the estimate of discrete-
time signal but with continuous-time jitter. This situation is the one that
model the real situation since the jitter often originates from an “analog”
signal acquisition process, so the jitter can be viewed as a continuous quan-
tity according to

Elsu(m) = [ " s(n = e (r)dr = 5(2) % pr (Dl

—00
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Thus, this means that it represents a continuous-time filtering followed by
sampling. Then the effect will be studied in continuous-time as present in
(??) and (??) for cut-off frequency in case of Gaussian distributed jitter.

Solution 4.25 One could obtain a latency estimate with better time reso-
lution by either

e interpolate the signal for increasing the sampling rate, or

e by using a frequency domain formulation of the convolution sum to
achieve a finer resolution of 7.

The former approach is straightforward to do and may be implemented by
using interp in Matlab.
The latter approach is based on the Parseval’s formula which states that

1 s
> wn)y(n) = — [ X(e)Y*(e™)dw.
= 27 J_,
For our model, we have that
no+M—1 [e)
S alm)stn—no) = 3 a(n)s(n— o)
n=ng n=—oo
1 ™ _ *
= — X(e™) [S(ej“’)e Jw"‘)] dw.
2 J_,

Thus, a frequency domain formulation of the latency estimation is

1

7T =arg max —
no€l0,N—M] 2T

/ X (e7%)S* (&™) e du.

Since X (e/*) and S(e/*) are continuous functions, it is possible to examine
non-integer delays ng.

Solution 4.26 Arranging the N samples of signal and noise into the vectors

s(0) 17 v(0) 17
s ] e
S(N — 1) o(N = 1)

respectively, and the N filter coefficients into h = [h(0) h(1)...h(N —1)]7,
at time instant n = N — 1 the filtered signal is

y(N —1)=hTs + h'v,
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where ~ denotes reversal of the vectors. The energy of y is
Ely(N —1)?] = h?7ss"h + E[nTvvTn]
=h’ss"h + h"R,h,
and thus the SNR is

h”ss’h

SNR=1mRon

Since the h that maximizes the SNR is not unique (if h maximizes it, so
does ch, ¢ € R), a constraint h’R,h = 1 is imposed. Using the method of
Lagrangian multipliers, the quantity

L£=h"s"h+ \(1 - h'R,h)
is to be minimized. This results in a generalized eigenvalue problem
(387)h = AR,h,
which is similar to the one studied in Problem 3.14. The filter is thus
h=c,R, s

where the positive factor ¢, is to be determined such that the constraint on
h”R,h is satisfied. Then

h'Rohy,_, go1s = (R, '8) Ry(R,'8)
=csR1s=1=
1
= ——
VETR, '8
Hence, the optimal filter is
1
R-!

— — 1 - v
VTR, 's

Solution 4.27 The evoked potential is now model by

h = S.

X; = 8g, +V; (4.55)
with
0y,
Sp;, = s , (4.56)
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where 0; denotes a column vector with ¢ zeros. With this notation the PDF
of x; can be written as

1
p(x4;0;) = Xp —§(Xi — sel.)TRgl(xi —s,)| s (4.57)

—e€
(27) 2| Ry |2
that after taken the logarithm, and using that R, ! is symmetric, results in
1
In p(x;; 6;) = constant — §s9TiRglsgi + xR, sy, (4.58)
The second term does depend of 6; but if we consider the data record length,
N, much larger than the correlation time d for v(n) (r,(k) = 0 for k > d),

the so call asymptotic Gaussian PDF assumption, then the matrix R, can
be decompose as (Kay detection book page 34)

N-1
R, = Z il (4.59)
=0
with ) _
1
€J27rfi
1 J4m fi
Y; = —F/— € (4.60)
VN .
eJ2W(N—1)f'
and f; = i/N. The inverse matrix
N-1 1
R,' =) il (4.61)
i=0 "
and the second term in 4.58 becomes
N-—1
1 _ 1 1
_§SZ’;RU 1S@i = D) : )\_i‘QOZTSGiP (4.62)
1=0
with
D-1 2
1
ol so.? = 5 | D s(m)e2rhin) (4.63)
n=0

that is the periodogram of the, shifted by 6;, s(n) which is not affected by
the phase factor #; and then does not depend on 6; implying that R, is
Toeplitz under the assumption of short correlation lag compared with the
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observation interval, asymptotic Gaussian PDF. Maximization of the log-
PDF function implies that the ML estimate of #; becomes

A~

0; = arg m@ax(XiTR;lsgi). (4.64)
meaning that the matched filter is now
h=R,'s (4.65)

Solution 4.28 The channel weights §; should be taken such that channels
with more reliable estimates are emphasized. Since the matched filter has
been selected by minimizing an MSE error criteria that is equivalent to
maximize the SNR, we should used those weights [3; which are related to
the particular SNR of each channel. If we assume that the SNR; at each
response is very low we can estimate the noise in each response as the total

power and then
- 1
B =

When this later condition is not satisfied still we can obtain an estimate of
B; after having subtracted the mean value, i.e.,

- 1

) )

Solution 4.29 To find R, !, the matrix inversion lemma will be used. It
states that:

x;Ux;

Let A and B be two positive definite M-by-M matrices related
by

A=B'+cDp'c”

where D is a positive definite N-by-N matrix, and C is an M-
by-N matrix. Then the inverse of A may be expressed as

A"'=B-BC(D+C"BC)"'C"B.

Identify the following matrices:
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Thus,
1 1 1 1 -1 1
R;! = I- I1 < + 1T1) 17T —1
L—=p(n)  1=p(m) \pn) 1-pn) 1 —p(n)
__ 1 4 1 - p(n)(1 = p(n)) 117
L—p(n)  (1—pn))? 1+ (M—1)p(n)
1
= 1+ (M —=1)p(n))I—p(n)11t
A= o)+ (= D)y (& T = V()T = p(m)115)
14 (M —2)p(n) —p(n) e —p(n)
B L —p(n) 14 (M = 2)p(n) ... —p(n)
T A - eI+ (M — Dp(n)) { : : - : ]
—p(n) —p(n) oo 1+ (M —2)p(n)

Solution 4.30  a. Minimizing (??) with the modeling that s(n) is deter-
ministic will lead us to solve

2E[54(n)(s(n) — w(n)sa(n))] =0 (4.66)
which result in 2( )
wln) = s2(n) + %2

b. To estimate these weights we can used the ML estimate of s(n) that
we already have shown is the ensemble average 5,(n) and an estimate
of 02 that can be computed by (??). Then the new estimate results in

sa(n)

5(n) = —*—"=54(n)

&3

§?L(n) + i
Solution 4.31 Differentiation of the MSE with respect to w; results in
Vw.bw = —2®FE[z;] + 2®T ®dw;,

which, when set to zero to find the stationary points, yields the minimum
MSE provided that the MSE is a convex function. Albeit it is well-known
that the MSE is convex, the task here is to show it by exercising some
math. In the scalar case, a minimum point is characterized by that the first
derivative is zero, and the second derivative is positive. When carried over
to the multivariate case, the requirement on the stationary points is that
the Hessian matrix, defined as
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is positive definite. In this exercise, the Hessian is

82

— Elllx; — ®w;||’] = H=28&T® = 2I.
w0y [|x will] =

H] 1) =

Since H = 21 is positive definite, we can conclude that the solution yields
the minimum MSE.

Solution 4.32 Exploiting the assumption that signal and noise are uncor-
related and taking benefit of un-correlation between different realization we
can propose and estimate that crosses info from distinct realizations as

R, = Z Z XX (4.67)

z—l 7=1
i#]

Computing the expected value of the estimate

ER,] = ) Z ZR R, (4.68)
=i

we see it is a unbiased estimate of the signal correlation matrix. The variance
can be computed element by element,?,, , in the matrix R, as

E[(fsz,r - E[fsz,r])z]
2

7,:1

x;i(1 —s(l)s(r)

QaMz

2
E (z% 2;”? (5o (r) + wilD)s(r) + m(zm(r)))

(M(M —1))?

E ((M—l) (s S vs) + 5 X 0i0) + X2 S0 vy >)

i#]
T (MM —1))?
(M —1)? (s*())Mo2 + s*(r)Moy) + 2M (M — 1)op +2M (M — 1)?s(1)s(r)o:
- (M(M —1))
_ b (s(l) + s(r))? N 202
M M(M —1)

(4.69)
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which appear to be dependent on the signal

Solution 4.33 The minimization of the error
E(wi) = ||xi — ®w;||”

can be made in a parallel way to what was done to arrive to (??) from
(??) with the only difference in that the expectation are taken out. So the
optimum in this case will be

o T
w; = P x;

And off course a very good estimate of this optimum is itself since both
®7 and s; are known.

Wi = WZ-O = ‘I’TXZ‘

that is the same estimate as presented in (?7) when derived from the mean.

Solution 4.34 The steady-state behavior of E[w(n)] is more easily investi-
gated for the case when ® is composed of all N basis functions and thus no
truncation occurs. Then, since ®,®7 = ®7'®, = I, we can simplify F,,(n)
to

Fr(n)=1-p Z ©. (1)l (j)

since all cross-terms (7))L ()@, (k)L (k) in (??) for j # k will be equal
to zero. A natural time instant for studying the behavior of w(n) is at the
end of a potential. For the first EP, this means that (??) for n = N becomes

N-1

W(N) = (1= m)w(0) + 1 3 a(m)ep,(m),

m=0

where Fo(N—1) = (1—p)I and F,,,41(N —1) = I. By applying this equation
iteratively, we obtain an expression for the weight vector at the end of the
b potential,

i—1 N—-1
w(iN) = (1 — p) +ﬂ21— ) @(IN + m)p,(m).
= m=0

In order to make the terms (1 — 1)’ to decay to zero, the adaptation param-
eter © must be chosen such that 0 < p < 2. Taking the expected value of
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w (iV) and skipping the first term which vanishes because of the convergence
condition, we obtain

i—1 N-1
lim Blw (ZN)}—Zlggo<uZ (L= 1) 3 BLalIN + ey >>
=0

=0

2

=dTs=w°
m=0
which is identical to the optimal solution given in (??) and thus an unbiased
solution. When the basis functions are not complete but still provide a good

representation of the s(n) the above result remains a good approximation
and implies that the bias is negligible.

Solution 4.35 Each scale operation has now the same form than before
except replacing the decimation part by the interpolated filter (Fig. 4.8).

d;(n) = hiy(=n) * ¢j1(n)

(=n) * ¢jt1(n)

with

win | hyo(n) neven
he(n) = { 0, n odd,

and hyj(n) analogous. So each detail coefficient series d;(n) has been subject
to one filtering by h,(n) and J-j-1 filtering stages (j = jo, ..., J —1) by hy(n)
filters, so the transfer function becomes (Fig. 4.9)

Jw H (e™) J=J=1
D;(e) = H*( 20T == l)w)H H*( JQ(J—i)w) =50y J — 2

These filters are band-pass filters that cover the high frequency part of the

signal spectrum. The coarse coefficients, cj,(n), has been subject in and
analogous way to J-jo filtering stages (j = jo,...,J — 1) by hy(n) filter.

i=j+2

(J—1)
eJUJ — H H* 972 o.))
1=jo+1

that is a low-pass filters that cover the remaining part of the spectrum.
Since the filter H,(e™), for orthogonal wavelets, is not symmetric the
output has not linear phase that is not good for many biomedical application.
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P RN
hu( n) a (n)
0 Fn,
c3(n) I di(n)

h (n)

Figure 4.8: Decomposition filter bank without decimation (algorithme a trous)
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Figure 4.9: Analysis filter bank for six details scales, D;(e?), and their corre-
sponding coarse scale, C;y_g(e?) for Coiflet-4 wavelet, applied on a signal sampled
a 1 kHz, analyzing the six finest scales plus the coarse approximation

This can be solved by using biorthogonal wavelet that still allows dyadic
sampling with the filter bank implementation (even different length in the
he(n) and hy(n) filters) and allows to interpret the wavelet coefficients series
as a filter bank over the signal.

Solution 4.36 Starting by the refinement equation applied to ¢(t) we have

Ny—1

p(t) = V2 Y he(n)p(2t —n) (4.70)
n=0

and taken the Fourier transform in both sides
00 No—1 e
/ o(t)e ™ Mdt = /2 Z h<p(n)/ (2t —n)e Mt (4.71)
-0 n=0 —©
1 Ny—1

= 7z ZO hy(n)e ™72 /Z go(t)efj%dt (4.72)
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we obtain

() = H, (639/2) B(Q/2) (4.73)

Where H,, (¢/) is the discrete Fourier transform of hy(n), which is periodic
in frequency. Continuing to carry out this decomposition then

l
1 .
D(Q) = d(Q /21 —H, (% (4.74)

and by letting the iteration number [ — oo

0) ]j %H@ (eﬂﬂ/zi) (4.75)

which, without loss of generality, can be normalize so

[e.e]

B(0) = / o(t)dt = 1, (4.76)

—00

and then -
1 i
Q) =[] —=H, (? (4.77)

which only depend of the filter coefficients, we can think in a iterative al-
gorithm cascade algorithm that estimates the scaling function at iteration
1+ 1 from the scale at iteration 7 as

No—1

e (1) = V2 Z ho(n)p® (2t — n) (4.78)

Latter we will see how to initiate the recursion ¢(®)(¢). Taken the Fourier
transform in both sides, proceeding as before and continuing to carry out
this decomposition [ times, from ¢ = 1 to [, then

3(Q) = 3°(0/2) ﬁ? (eﬂﬂ/2i> (4.79)

and by letting the iteration number | —
$>(Q2) = 3°(0) ﬁ T H, () (4.80)
i=1 V2

which, again without loss of generality, can be normalize so

3°(0) — / T Oyt =1, (4.81)

—00
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and then
= 1 Q/2i
o(Q) = [T = H, (%) 1.82
@ =I5 (1.52)
becomes a good estimation of the scale function Fourier transform. which
again only depend of the filter coefficients, and not on the starting shape of
the °(¢) function. If, rather than taking up to oo, we cat the development

at [, then we have a computationally accessible [ order approximation to the
scaling function

l
a(Q) = 3°(2/2" T = H,, (/2 (4.83)
175 ()

than in some cases converge, even for small number of [ [?]. This only make
sense if the lim;_,, ®(2/2') is well defined as when it is continuous at Q = 0.
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Chapter 5

Solution 5.1 a) The MSE of the estimate is

mse(62) = E[(62 — 02)?]

= E[6}] — ol (5.84)
Computing E[652] we have
| Nl R
~4) 2 2
Bl = | vy 3 v
N-1N-1
> ERA(n)y*(m)]
_ n=0m=0
= =
N-1N-1
2D (on+2ry(m—n))
_ n=0m=0
= E
N—-1N-1-n
Z Z 2r§(m/)
n=0 m/=—n
= ol + e (5.85)

Assuming that the significant correlation lags are much shorter than the
observation interval N, we can approximate

N-1
Z 2r§(n)
E 4 — 4 n=—N+1 '
(64] = ot = (5.86)
and then
N-1
2 Z 7“12/(77,)
A2\, n=—N+1
mse () ~ — N (5.87)
b) Applying the Parseval theorem
1 T 20 Jqw
mse(62) ~ 2or ), RuleT )
v N
L—1
2) " R2(wr)
_ k=0 (5.88)

NL
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were Ry (wy) is the L-point DFT of ry(n). Minimization of this MSE with
the restriction that the power of the process y(n) does not change with the
coloring filter, i.e.,

L—1
1
7 Z Ry(wy) = o2, (5.89)
k=0
can be done by minimizing the Lagrange function,
L—1 =
L(Ry, 012;) = Z R;(Wk) + A (E Z Ry(wk) — Ug)) (5.90)
k=0 k=0
were R, = [Ry(wp),..., Ry(wr—1)]T. Differentiating and equaling to zero
appears
OL(R,,02) A
——= =2R —=0 5.91
8Ry(wk) y(wk) + I ) ( )
giving that
A
Ry(wy) = Y7 (5.92)

This results implies that the spectrum of y(n) should be flat (white noise)
and again the whitening filter appears as the one which result in the lower
variance for the amplitude estimate. Note that forcing the Lagrange condi-
tion to be satisfied

1 L-1 1 L-1 A
_ _ 2
E Z Ry(CUk) = E _E = 0'1), (593)
k=0 k=0
results in
A= —2Lo2, (5.94)
and then
Ry(wy) = o2 (5.95)

Other way to see it is at (5.87 or 5.85) impose the restriction that r,(0) =
02 and minimizing the variance in 5.87 which implies r,(n) = 0 for n # 0
and again it is shown that y(n) need to be white to have the lower possible
variance

Solution 5.2 The only difference with the derivation of the ML estimate
for ¢ will be that the PDF will include the explicit dependence with F as
g(F) so the differentiation will be

Olnp(x; g(F))  dg(F) SN L ggTEH ) ) =
x9(F) _ b7 'H( Bt amH )) 0

(5.96)
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That, since g(F) is a monotonic function with F, result in

L -1 L1071

F=g N(H x)T(H-1x) (5.97)

Solution 5.3 a) We have a problem of estimating the mean of a random
variable F which is a function of other random variable { = 2711\[;01 y%(n)
through the estimate of o, &.

F= (%)Ua (5.98)

For that we need to know the PDF of £ which comes from the summation

of N squared random variables y(n) with Gaussian PDF (zero mean and
variance o) and independent. The PDF of this random variable is

1

)yih
(202)N/2P(N/2)£(N/2 e (>:99)

p(fa J(f)) =

and the E[F] is

B ¢ 1/2a

) i, £\ V2 gN/2-1) o g
- [ (5%)  aempmam
a 1/2a
:F(N/FQ(]J\F[/lQ/)@ ) (3) 4 (5.100)

N

b) To compute the SN R we need to compute E [.7:" 2] that proceeding in
a parallel mode than before we obtain

~ oo l/a (N/Z*l) _2 25 2a
B = / 3 3 e BT
o \INVk2 (2k2F20)N/21(N/2)

T(N/2+1/a) [ 2\
=T <N> F? (5.101)
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and the SNR is

~ B[£?] - BIFP
_ <F(N/2 +1/a)T(N/2) 1> !
I2(N/2 +1/(2a))

which result independent of the force F. That means that the bigger the
force F the bigger the standard deviation of their estimate which is propor-
tional to the force.

Making use of the I' function property that I'(n + 1) = nI'(n) and for
the particular case were o = kF (a = 1, linear relation between force and
amplitude) the expression can be rewrite to

(N T%(N/2) -1

(5.102)

and using the I'(.J) approximation for large .J, I'(J+1/2)/T(J) ~ v/J (1 — 37);
we obtain

2 —1

sve~ (Y ——1 ) 4] ~on (5.104)

2\V/Ea- )

which result in the expected behavior that the bigger the number of obser-
vations N the higher the SNR

Solution 5.4 According to these considerations, and considering that the
noise will affect equally at any projection if considered white from channel
to channel the terms with smaller \; in

N—-1 M

NM > Ai 2 (5.105)

n=0 m=1

.

will be more noise affected, lower SNR ratio, and then other estimate can
be done by truncation of the sum

N—-1 My

> Z (5.106)

nOml

>,

NM1

where M7 accounts for the My < M higher eigenvalues of the spatial covari-
ance matrix
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Solution 5.5 The observed signal, 2:(n) = s(n)+wv(n), has a power spectral
density, assuming un-correlation between s(n) and v(n), of

Sy(e™) = S(e?) + Sy (e?) (5.107)

and to develop the pre-whitening filter of the EMG part we need to estimate
Ss(e?). Since at 0% MVC (o5 = 0) just the noise will be recorded , an
estimate of this power spectrum can be derived as

Sy(e*) = Sy(e™; 05 = 0) (5.108)

which also allows to have an estimate of the noise power, P,. When in the
calibration recording with an amplitude level o,_,, we can have and estimate
of the observed signal power spectrum S’x(ejw; 0s.,,) and their total power
mel and derive and estimate of the underlying EMG signal power spectrum

as

Se(e*,0,..) = Su(e*;05..,) — Su(e™), (5.109)

from where the whitening filter H~!(e’*) can be designed as the inverse of
this power spectrum after normalization with the estimate of oy, ,,:

62 =P, —P (5.110)
and then
~9 ~ ~
o P. —P
| H ()] = m——2eb— — Teal _ 20 (5.111)

Ss(ejw; Jscal) SQE (ejw; Uscal) - Sv(e]w)

b) if we call the signal after the whitening filter x,(n) = sy (n) + vy (n)
we realize that s,,(n) will be white, Ss, (/) = o2, but not v, (n) that will
have the power spectrum

Sy, (7)) = Sy () H 1 (&) (5.112)

that will contribute to the amplitude estimate with a bias equal to the
squared root of noise power Pv1 /2. To reduce this noise we know that the
optimum linear filter is the Winner filter which has the form

Se,, (€79) o?

I (o) — _ E 11
() = oG ) ¥ 5y (@)~ “oT T S, () (5.113)

where the parameter « is scale parameter. This filter need to have and
estimate of o4 and S,,, (e) before it is implemented, situation that is prob-
lematic since those values are unknown. Assuming that the noise level re-
mains fix during the recording S,,, (e*) can be estimated from the previous
recording at 0% MVC so

Sy, (€)= Sy ()| H™ ()2 (5.114)
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The signal amplitude of the filter o2 can be initialize to some value and

then actualize adaptively with the previous amplitude estimate of the filter
output, so if the amplitude increases the filter moves to become more all pass
and if the force reduces and so the amplitude, the filter attenuates more the
noise contribution and makes a stronger filtering. The parameter « can be
estimate adaptively so to guaranty that the signal power after the two filter
stages is the same than the power of the signal input, circumstances that is
not satisfied just with the pre-whitening since the noise can be amplified by
it.

Solution 5.6 If we have a power spectral density S;(e?) corresponding to
an EMG signal z(n) = z.(nT") and at some point the signal, was scaled by a
factor v becoming y(n) = x.(vnT') the PSD of the y(n) becomes Sy(e’) =
18, (eJ“’/ “). The mean frequency for signal z(n), wynr, is

/ w Sz(e?)dw

WMNF, = 9 = (5.115)
/ Sz (e?)dw
0
and for signal y(t), wynr,
" w " 1 w /v
w Sy(e’)dw w ;Sx(ej )dw
wIWNFy = 0 T = 0 T 1 (5116)
/ Sy(e’)dw / =S (™" ) dw
0 o v
by doing the change w’ = w/v
/v ,
/ v’ Sp(e?)dw'
wMNFy — — ]/wMNFI (5.117)

0
/v ,
/ Sy (e™)dw'
0

where the last equality holds since the spectrum of S, (e’) is suppose to by
band limited in frequency at least to [0, 7/v] so that Sy (e/') does not suffer
aliasing.

Doing parallel analysis for the median frequency

WMDFg T
/ Sz (e?)dw = / Sz (e?)dw (5.118)
0 w

MDF
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and
WMDFy ™
/ Sy(e’)dw :/ Sy(e’)dw (5.119)
0 WMDFy
WMDF ™
/ ' 15 (/) duy = / L5 (e )du (5.120)
0 WMDFy v

again doing the change v’ = w/v we have

WMDFy /v , /v ,
/ Sy (e™)dw' = / Sz (e™)dw' (5.121)
0 WMDFy, /V
and from here it follows that Wwupr, = VWypr, Which is the same dependency
than for the mean frequency and so —Pry — <MD

WMNFy, WMNF,
Solution 5.7 The power spectrum of the observed signal to deal with is

Sp(e™) = Se(e?) + Sy (e?)
= S,(e™) + o (5.122)

so the expected value of the mean frequency is:
™
/ w (Ss(e’) + O'g) dw
0 ™
/ (Ss(e?) + 03) dw
0

[ esemie L (o))

/ Se(e™)dw + To? / Sq(e™)dw + mo?
0 0

E [CDMNF] —

(5.123)
and considering high SNR, / S,(e’)dw > wo?, it results
Eloymr] = wanr + _(Fe)/z (5.124)
/ Ss(e™)dw
so the bias for the mean, byyr, is
)/ 2 __T (5.125)

bunr =
/ S, (™) dw 2SNR
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Proceeding now with the median wypy
™

/0 (gs(ej“’) + Sv(ej“’)) dw = / <SS(69”) + S’U(ejw)> do  (5.126)

WMDF

Assuming the S,(e’) not bias and white E[S,(e?)] = 02 we can write

s

WMDF .
/ S (e™)dw + 02ompr = / S(e™)dw + o2(1 — Oypr)  (5.127)
0

WMDF

assuming that the estimate of the EMG spectrum does not introduce error,
or that this is negligible respect to that introduced by the noise we can write

WMDF WMDF
/ Ss(ejw)dw + qujdjl\lDF == — / Ss(ejw)dw + 012)(77 - (':JIVIDF)
WMDF WMDF
(5.128)

Assuming now high SNR so S, (e?) ~ S s (e2“MDPF ) in the interval [wypr, Oupr|
we can write

2(Oripr — Waipr)Ss(€7°MPF) = 62 (1 — 20upr) (5.129)
Taken the expected value and assuming wypr and S’S(erMDF) uncorrelated
2(E[@yipr] — waipr) Ss(€*MPF) = o2 (m — 2E[Gyipy]) (5.130)

SO

QbMDFSS(e]‘*}MDF) — 0—27'(- - 20—3(wMDF + bMDF) (5131)

v

and so the bias,bypr, is
(7 — 2wypr) o2
25 (eIwMDF) 4 252

N (m — QwMDF)ag
25, (ewmpr )

bMDF =

If we accept that the ratio Ss(éeﬁ”iﬂ?) is of the order of the inverse SNR

then we can write
b (T 2wypr
MbE 2SNR

which will usually be smaller than for the byyr case since the mean fre-
quency rarely will be at the band extreme. Also the value at Ss(e/“MPF)



Solutions. Chapter 5 63

is usually larger than the mean spectrum since the spectrum then to have
their maximum values around the median so the bias even smaller than this
expression. Then if noise contamination is appreciable this bias contribu-
tion will control the variance of the estimate in both cases and will made
the median a better estimate to characterize the dominant frequency.

The bias can certainly be reduced by filtering the noise so the factor
in both expressions will reduce to the bandwidth, wp, of the noise resulting
from a low pass filter with that frequency

b a (w_B_ )L
MDF ~ B WMDF SNR
b (W_B> L
MNF ~ 5 ) SNR

Solution 5.8 a) Doing parallel analysis as the one done in problem 5.6 for
the median frequency

WEIDFZ ™
/ Sz (e™)dw = c/ Sz (e?)dw (5.132)
0 0
and
WMDF,, ™
/ Sy(e)dw = c/ Sy(e’)dw (5.133)
0 0
“’ﬁ{DFy 1 1
/ — S, (/") dw = c/ — S (7YY dw (5.134)
0 v oV

doing the variable change w’ = w/v we have

WhIDF,, /V / /v ,
/ Sy (e™)dw' = c/ S (e™)dw' (5.135)
0 0

and from here it follows that Wi, = VWipe,

b) From previous observation it seems reasonable to estimate the so call
percentile median frequency wy,r at a set of different percentiles ¢ in the
range [0,1]. From them we can estimate the least squared regression line
fit between wipe and wype, which slope will be an estimate of v. This
estimate will be less affected by the noise than estimates from a individual
frequencies wi, ~as far as the noisy estimates at different percentiles have
some degree of un-correlation.
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Solution 5.9 From the definition we have for the EMG signal x(n)

/ w28, (") dw
le = _7r7r
/ Sz (e?)dw

(5.136)
and for the EMG signal y(n) = z(vn)
" 2 Jw i 2 1 Jw /v
w”Sy(e’)dw w ;Sx(e )dw
Hly = _7r7r = _ﬂ-ﬁ 1
Sy (™) dw / — S (/") dw
—7 —n V
/v 2 Jw’ /
WS, () dw
—y | Y - = vH1, (5.137)
/ Sy (™) dw'
—m/v

In Problem 7?7 we see that for a bandpass spectrum the mean frequency
results a bit overestimated by the H; but here we show that the excursion
of this parameter with the scaled spectrum generated by fatigue is equally
good than in the other frequency related parameters considered wynr and

WMDF -

Solution 5.10 From the definition of wyyr, We can proceed as:

/wSx(e]“’)dw

0

/Sgg(ej“’)dw

0

/jw Sy () dw
0
/Sx(e]“’)dw
0

WMNF, —

1
J

(5.138)

where, apart form a factor 2, the numerator is the inverse Fourier transform
of the analytic function of the autocorrelation derivative, (17}) , (n), evaluated



Solutions. Chapter 5 65

at n = 0, so we can express it as

WMNF, —

17 (ri(m) 4 7 (m)) [m=o
J mry(0)

_ 7 (m)lm=0

a rz(0)
and introducing the autocorrelation definition, using the stationarity condi-

tion, and denoting as E the Hilbert transform of the autocorrelation when
express in expectation terms

(5.139)

WMNF, — rx(O)
_ Elz(n+m)z'(n)]|m=o
rz(0)
_ Elz(n 4+ m)a’ (n)]m=0
72(0)
E[z(n)z'(n)]
~ (0
(5.140)
and then an estimate of the frequency can be obtained by
N-1
> #(n)a'(n)
Wunr, = n:]\(;_l
z*(n)
n=0
(5.141)

This implies to compute the derivative of the signal x/.(n) and the Hilbert
Transform #(n) and normalize by the signal power. All these operations
can be done from the discrete time signal and then implemented without
need to use the Fourier transform. Care should be taken in that both the
differentiator filter and the Hilbert transformed had the same phase delay,
otherwise the result will be not correct. The differentiate signal with zero
delay can be estimated by

xmw:%@m+n—xm—n) (5.142)

and the Hilbert transform by (see Section 7?7 on QRS detection)

—

(x(n—1) —z(n+1)) (5.143)

K«
2
Il
SHES
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Solution 5.11 a) The error in the velocity will be driven by the error in
the delay that in the best case will be driven by the sampling interval. Since
the relation between the two magnitudes is 7 = d/6 the relation between

the errors will be
ov d

2
Av = %AG = ﬁAG = EAQ (5.144)
That considering the maximum estimation error, for sampling interval T,
as Af = % and a sampling rate of 1 kHz, Ay = 0.5 ms. This result gives a
maximum possible value of Av = 0.8 m/s (relative error of 20%), which is
not acceptable in clinical applications
b) This problem can be referred to the one already consider in problem
4.25 for time delay estimate of EP. Here again the problem is in estimating
the delay 6 and the we saw in Problem 4.25 That a finer resolution in the
estimated delay can be achieved by using a frequency domain formulation
of the latency estimation from the matched filter:

e s
0 = arg max Z xa(n)s(n — 0) = arg max S X5(e?)S* (™) e’ dw.
no = 6 2w J_,
Since X3(e™) and S(e?) are continuous functions, it is possible to examine
noninteger delays 6.

To show that this is equivalent to an interpolation we will consider 6
with finer, non integer, resolution than one sampling rate. We also denote
the smaller integer number ¢’ such that §’ = Df. Making a variable change
Duw' = w, and using the relation between the Fourier transform of a signal
X (e) and that of their interpolated one X*(e),

. 1Dw s
xi(ewy=§ DXE) ol <5 (5.145)
0 \w| > D
we have that
N 1 ﬂ-/D / / /0
6 = arg max — X (2P S* (PP D’
6 2w —7/D
1 & . ’ -k ’ ’
= J— Y pIw 1 g’y 9Dw’0 /
argmax o - DX (e™)S" (e7)e dw
1 - i i /
= argmax — nz_:oo z'(n)s'(n —0') (5.146)

where x?(n) is the signal z(n) interpolated by a factor D and same with s(n)
and their respective Fourier transforms. The operation then represents the
matched filter after interpolation by a factor D.
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c¢) considering that a estimate of s(n) can be the first signal recording
x1(n) we can compute the maximization as

™

1
arg mglx <% XQ(@JW)S* (ejw)ejwedw> ~ arg max ( Z X2 g27r9k/N

h (5.147)

so we can apply the iterative Newton method for minimization to the
performance surface

N—

>—‘

1
— Xy (k) X (k)e??m0k/N (5.148)
pr Al
dj(e)‘
(i+1) _ p(i) _ 49 |g—g(i)
o) =00 — o B2 ‘ (5.149)
do?  |g_p(i)
where
N/2-1
do N — N [ }
N/2—-1 2
*J) _ 2 (277k> 2Ok /N
R AE At ) R\ Xo(k) X (k)er?m0k/ (5.150)
2 Z 2
df N — N [ }

and o < 1 is an updating parameter speed. The iteration can follow like
in the Woody method until the difference between different iteration esti-
mated delay is lower than a threshold. The initialization can be done by the
estimate form matched filter without interpolation.

Solution 5.12 Starting in the expression

M N-1 /o M
—argmgx(ZZ(MZl’m Jxi(n+ (I —m)o)

m=1 n=0
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and decomposing the second term

A M N-1
Hzargmax(ZZ (Mme n)x;(n+ (I —m)0)
| MM
*WZZ (n+ (1 — )Q)xl/(n+(l'm)9)>>
=1 1=1

(5.152)

Noting that the second term does not really depend on m since the delay
affecting x; and xp in both cases includes the factor m#0, it can be rewritten
as

M
0 m=1 =1
| N-1 MM
i DD w(n+10)zy(n + z’e)) (5.153)
n=0 I=1 I'=1
we can proceed
R N-1 M o, M
Gzargma < ZMme n)zi(n+ (I —m))
n=0 m=1 =1
| Nol MM
- SN wn)ar(n+ (1 - 1)9)> (5.154)
n=0 [=11l'=1

and then

| MM
= argmax (MZZ

m=1 [=1 n=0

N—

D>
H

Tm(n)z(n+ (I — )9)> (5.155)

and since when m = [ the cross product does not depend on 6 it can also
be express as

2

-1

M
D> wmm)a(n+ (1 —m)b) (5.156)
0

D>

E

= argmax
1

3
[
Il

~—

=1n
m

and considering that all cross product are counted twice it can also be further
reduced to

- M N-1

é—&rgm&x(Z Z me Yzi(n+ (1 — )9)) (5.157)

m=1 l=m-+1 n=0
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Solution 5.13 We know that the estimate is

0 = arg max (Z Z m(e™) X} (e]‘”)ej(m_l)e“’dw> (5.158)

m=1 = m+1

which can be compute from the DFT as

= argmax <Z Z Z Xm k)elm= l)927rk/N> (5.159)

m=1 [= m+1

So we can search the minimum of the performance surface

M-1 M 1 N-—1
-2 2 (ﬁ ZXm(k)Xl*(k)eJ(m—“"?“k/N) (5.160)
k=0

m=1l=m+1

and apply the iterative algorithm as in previous problem

djee)‘
(+1) _ i) _ Y lo—o®
9t = ¢ ad2j(0)‘ (5.161)
do% | g_g(i)
where now
M-1 M N/2—-1
2 2rk(m — 1) - 270k(m—1)/N
m=1 l=m+1 k=0
M-1 M N/2-1 2
2 21k(m — 1) 210k(m—1)/N
d92 m“_%:ﬂ = ;0 ( L ) é)%[)@(k)x (k)e }

(5.162)

Solution 5.14 a) Assuming no interaction between MUAPT the autocor-
relation function can be express as

re(7) = Elz(t)x(t — 7)]
L
=F (Zul > Zu]t—v' )+t —T1)
7j=1

K
E|) hi(t—tiw —7)| +ru(7)

=1 =1 j=1 k=1
il
_ grw(f) +A2IXL;]§ </_:hz(t)dt) </_Zhj( )dt> +7u(7)
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We see that it results in the summation of the corresponding MUAPT spec-
tra plus a DC level plus the noise power spectrum. Taking the Fourier
transform

S = 3 8, () + /\QZZ (/ ) (/Z hj(t)dt> 5(Q) + 5.(Q)

=1 =1 j=1
J#l

(5.164)

b) If we now assume that the statistical properties of the inter-pulse
interval are equal for all MUAP trend then we can use P, (Q2) = P.(2) and
then

S.(Q) = A, (1 + - f ](3989) Pﬁ;ﬁ?gﬂ ) Z | Hy (92
42 ;; ( > (/Z b (1) ) () + S,(Q)  (5.165)
J#l

So if the assumptions are satisfied it is possible to estimate the firing rate
from the lowest spectrum peak.

Even not close to the physiology in general one can also explore the
expression for invariant MUAP shape and S, (€2) can be simplified to

S4(Q) = A\ L <1 + 5 fg%) + 7 f]ﬁg()m> |H(Q)|?

0o 2
+2L(L - 1) ( / h(t)dt> 5(9) + So(Q) (5.166)
—0o0

were it is evident that the EMG spectrum shape is basically controlled by the
MUAP shape. When the EMG goes away form this assumption, then the
shape can no longer be associated to the MUAP shape but the the average
over the shapes of the MUAP. Also if the MUAP firing is not correlated
only the DC level suffer from the iteration between MUAP trends that has
no relevance for the frequency domain EMG analysis
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Chapter 7

Solution 7.1 Assume that the ECG signal is described by the following
Fourier series,

= ?0 Z: an, cos(nfot) + by, sin(nfot)).

The angular frequency of the baseline wander component is less than €, the
heart rate, and thus to reject the baseline wandering without distorting the
ECG waveform, the cut-off frequency of the highpass filter must be lower
than €g. Should one accidentally use a too high cut-off frequency, higher
than Qg but lower than 202y, the fundamental frequency of the ECG signal
is lost:

o

y(t) = Z(an cos(nQot) + by, sin(not))
n=2

=ux(t) — % — aj cos(Qot) — by sin(Qot).
This means that after the filtering, the ECG signal will appear as it is origi-

nally but with an added oscillatory component with frequency Q (the heart
rate).

The following plots show the effect on a square wave with repetition rate
1/10 (Qo = 27/10).

15

1+ N

x(t)

0.5 4

0

_05 L L L L L L L L L
-5 -4 -3 -2 -1 o] 1 2 3 4 5
Continuous time t

. . . . . . . . .
-5 -4 -3 -2 -1 0 1 2 3 4 5
Continuous time t
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Solution 7.2 For the FIR filter, the convolution sum

n

yn)= > az(k)h(n—k) (7.167)

k=n—N+1
can be compacted using the symmetry properties of h(n) as:

i (x(k)+2z(2n—k—N+1))h(n—k)
k=n—(N—1)/2+1
+x(n— (N —1)/2)h((N —1)/2) for N odd

Z (x(k)+z(2n —k — N+ 1))h(n — k) for N even
k=n—N/2+1

\

The total number of operations are counted in table 7.1:

Filter Sums Products
Symmetric FIR (order N odd) N -1 (N-1)/2+1
Symmetric FIR (order N even) N -1 N/2
Forward/Backwards IIR (order N) 2N 2 (N+1)

Decimation by D, even;
N+2M _ g N+2M
D 2D

Interpolation filter order M, even

(FIR order N/D, even)

Table 7.1: Computational load for different filters structures

In the case of forward/backward filtering using an Nth order IIR filter
we have that the filter equation can be express as two times the IIR filter
equation:

N
y(n) =box(n) + Y _ ary(n — k) (7.168)
k=1

which gives the total number of operation express in table 7.1, that becomes
efficient when we get same amplitude transfer function for N/2 order that
is usually the case.

In case of sampling rate decimation by a factor D, and interpolation
filters (decimator and interpolator filters of order M) we have that we will
have a reduction in the FIR filter order of D so the equivalent order will
be N/D to which we should add the antialiasing filter of order M, but only
computed once every D samples, and the interpolation filter that we can
assume the same filter and then order M, but since there are D-1 zeros for
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each non-zero sample in the series each apply, it need again only a number
of operations like if were order M/D. the total number of operations will
be the described in table 7.1 that compared with the FIR symmetric case
will represent some improvement in number of products when

N +2M
D> —— 7.169
N +2 ( )
and in number of summations when
N +2M
D> +T (7.170)

which gives an order of magnitude of the filter needs to be computationally
efficient the decimation /interpolation approach. When N=1564 (-30 dB stop
band attenuation for sampling rate 250 Hz, see Table ?7), the anti-aliasing
filter has order M=500, with decimation D=20, we have that number of
sums reduce from 1563 to 126, and the number of multiplication reduces
from 783 to 65, that in both cases represent a factor around 12 of reduction
in computation load, which is very remarkable.

Solution 7.3 If the length of the filter is N, then a buffer of length 2N
should store the 2NN recent samples, then the output at time —N can be
computed both for the forward and backwards filters and generate the out-
put. This implies a delay of at least N samples (assuming that computation
time can neglected in comparison to the sampling period).

Solution 7.4 We will show this property for a IIR filter with a single pair
of complex conjugate poles dy = rel“°, r < 1, which transfer function is:

22

(2 = do)(z — dp)

The frequency transfer function of this filter can by computed by replacing
z = e/, and computed the module that will result in the ratio between the
product of distances from the unit circle location of w to the zeros divided
to the same product but to the poles.

H(z) = (7.171)

H(e™) = ! (7.172)

C|ew — retwn||ew — peiwo|

for r close to one, and the poles far from the origin, z = 1, the maximum
transfer function of this filter is located at wy, ~ wp with a value |H (e™)| ~
m (implies give a fix value to the influence of the second pole when
evaluating H (e’) close to the first one), and the -3 dB cut-off frequency will

be located at a frequency w,. that satisfies |H (e?“¢)| ~ m, which
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Figure 7.10: z-plane pole locations

under the same approximation becomes, w. = w,, £ (1 — r), equivalent in
the un-normalized frequency to Q. = Q,,, + (1 — r)F5.

Increasing the sampling rate, Fs, by a factor n, and still requiring the
same un-normalized frequency behavior will, by necessity, imply some changes
in the filter poles location that we can investigate in the following way:

To maintain the un-normalized frequency value, §2,,, = w;, F}, of the filter
frequency response maximum unchanged, we need to move the normalized
frequency to w], = wy,/n. Using same approximations as before, this can
be obtained by rotating the poles a factor 1/n; d) = rewo/n,

The cut-off frequency of this filter, in the normalized domain, will have
again the expression w., = w/ + (1 —r) which result in the un-normalized
frequency Q. = Q,, + (1 — r)nF,. This frequency is not the same as it was
in the previous case since it is a factor n farther away from the maximum
frequency €2,,. To solve this, we can also move the poles closer to the unit
circle, df = r'e0/™ with (1 —1') = (1 —7)/n, and with them we obtain the
same cut-off frequency in the un-normalized domain.

This solution, can lead to instabilities when the poles are so close to the
unit circle that round-off error made them cross to outside the circle and
made the filter unstable. For filter with pole number the approximations
are less evident, but the overall behavior also forces the poles closer to the
unit circle, increasing the risk for instabilities because round-off errors, see
figure 7.11.
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Figure 7.11: a) original ECG sampled at 360 Hz, b) forward/backwards filtered
ECG with a order 5 Butterworth high-pass filter with cut-off at 0.721 Hz (poles at
distance from origin 1 = 0.9990, ro = 0.9975 and r3 = 0.9969) c¢) Same than in
b) but after up-sampling to 1500 Hz and redesigning the filters for same order and
same un-normalized cut-off frequency (poles at distance from origin r1 = 0.9998,
ro = 0.9994 and r3 = 0.9992). See that the output has become unstable
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Solution 7.5 The ideal low-pass frequency response of a filter with cut-off
frequency we, is

1 for0<w<w
Ho(eM) = = > Wey
o(€™) {0 for wey <w <
which taking the inverse Discrete-Time Fourier transform result in the fol-
lowing ideal filter impulse response hrr,(n):

sin(we,m)
h = — 7.173
ofn) = (7173)
This filter has dependency on the cut-off frequency only in the numerator,
so we can design a filter for a general cut-off frequency w, still keeping hgy(n)
as

sin(we,n) sin(wen)

hn) = ™ sin(we,n)
= —ho(n) sin(wen
 sin(wen) (wen)

= ¢(n) sin(wen) (7.174)

and truncated to obtain the filter FIR impulse response hr(n) of length
2N+1

{ c(0)we forn=0 (7.175)

c(n)sin(wen) 1< |n| <N

with

% forn =0
)= o g <y <N

sin(weqn)

The filter design obtained just from truncation is well know not to be the
best design in terms of leakage, so some other more sophisticated methods
like windows method or Remez exchange algorithm [?] can be used. With
the obtained filter structure we can design just once the prototype filter
ho(n) and use equation (7.175) to obtain the time-varying filter once the
frequency w. has been decided.

With the filter structure as function of w,, the next step is the determi-
nation of this w. as function of the observed ECG and their time-varying
properties, w.(k), denoting by k the time index of the observed signal, to
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obtain the time-varying impulse response hr(k,n). Already in the book it
was proposed the ratio

we(k) = 27 fo(k) ~ =738 (7.176)

as an estimate the heart rate dominant frequency, with

P —
r(k) =ri+ 2 (k—6;), 6;<k<0. (7.177)
Oiv1 — 0;
To restrict the cut-off frequencies variability to a reasonable interval value,
we can force w.(k) to take discrete values in the interval between w., and
we, in a grid of L different possible frequencies

we(k) = we, + 1(k) (“2%‘”1) L>1(k)>0 (7.178)

and the problem reduces to match the observed heart rate to the integer
value [(k). One possibility can be [?]

(k) = int [i (% - w>] +r (7.179)

with Aw = %2—2%1 the frequency grid step, and v an integer accounting
for the offset we want to introduce from the heart rate frequency to the
cut-off frequency w,.. Other alternatives could be to estimate the I(k) as a
function of the RMS baseline estimate differences for I(k) = L (best esti-
mation, with ECG distortion) and a running (k) < L. If the difference is
small it means that the baseline is still well estimated with a reduced w.(k)
and then preferable to avoid ECG distortion. When the RMS increases it
implies that higher I(k) will be preferable. The interested reader for such a
implementation can find further details on [?]

Solution 7.6 a) The discrete time Fourier transform H (w) of the triangular
shaped h(n) is given by

mo =1 ()

Other interpolator of higher order will involve more samples in the interpo-
lation process and then h(n) will extend more than the 2L samples, L being
the interpolation factor. For example, a cubic interpolation will involve 2 -3L
samples.
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b) The transfer function H(w) is a lowpass filter which a cut-off frequency
we at -3 dB can be estimated in a way analogous to Problem 4.8. Since the
cut-off frequency w,. will be small compared with m we can approximate by

1 (sin(weL/2)\?
H(we) = 0.7079L =— ( Soe/2)
(we) = 0.7079 L ( sin(w./2) >
2
(wCL/2 - _(wc§!/2)3>

1

LT (w22
1 (wel/2)? — 220

L

L

(we/2)?

1_ L2w?
12

 1.8722
L

obtaining

We

c¢) To evaluate the equivalent analog frequency F, we obtain

_weL 030
T T
which for a heart rate of 60 bpm (T=1s) implies F, = 0.3Hz. A lower heart
rate at 50 bpm results in F, = 0.25Hz making the low-pass effect more
pronounced and therefore distorting the heart rate variability information
over this cut-off frequency.

The sin approximation introduced to arrive at this result is rather crude,
especially for low values of L. Solving the cut-off frequency with numerical
techniques we obtain F. = 0.36/7 Hz for small L up to F, = 0.32/THz
for large L values. Also when interpolating a signal that is sampled at the
beat locations the interpolation interval, T, differs from beat to beat, thus
becoming a time-varying linear filter.

The lowpass filtering effect is illustrated by the figure below:

Solution 7.7  a) The Taylor series of y(¢) around ¢y is

> _ l
ot =3 0l 00,

=0

= y(to) + (t — to)y ™M (to) + @y@) (to) + ...



Solutions. Chapter 7

79

T T T T T
Interpolation factor 2 ---- splines fs=1 Hz
..... splines fs=0.7 Hz
-.-.-. linear fs=0.7 Hz
1r- LT <~ ~ . —linear fs=1 Hz q
’ N

Interpolators transfer functions H(f)

Figure 7.12: Transfer function of the interpolating filters for linear and cubic
spline interpolation. The functions are calculated for an interpolation factor of
L = 2, assuming that F;, = 1/T =1 and 0.7 Hz. Note that the lowpass filtering is
more drastic when the period between samples increases (Fs decreases). Also, it is
evident that cubic spline interpolation exhibits a better behavior than does linear
interpolation.

Now, assume that there is a function z(t) = y*)(¢). Then the Taylor
series of x(t) around tg is

a(t) = y®(t) = i (t—l—,t())ly(”k) (to)
1=0 )

t—to)?
= y®t0) + (¢~ to)y D ) + LI 0 ) 4

Hence, the matrix A has the following structure,

1 (t—to) (t—t0)*/2 (t—10)*/6
0 1 (t—to) (t—t0)?/2
A=10

0 1 (t — to)

b) Inserting the origin at tgo = 0 and ¢ = T = 1 (T the sampling period)
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into A given in (a), or alternatively considering (t—t¢) = T = 1, yields

or
(t—to)=T=1

1 1 1/2 1/6
01 1 1/2
Alvor=116=0 o0 1 1

Thus, from this matrix it can be recursively compute the estimate of
the baseline to be subtracted as:

y(n) y(n—1)
yM(n) y M (n—1)
y@n) | =A | y®(n-1)
y @ (n) y®(n—1)
yW(n) yW(n—1)

which implies to start with n,T = ty and assume the sampling interval
T=1, so the elements of A can be estimated as mentioned. In practice,
this implies a time units change that does not affect the result. It
should be paid attention when initiating the recursion with the values
of y*) (ng), where At;; need to be included in the renormalized units.

Solution 7.8 To find the transfer function of the IIR filter which appears
when the nonlinear 50/60 Hz removal filter in (??) is replaced by the linear
one in (??) we proceed in the following way: The equation which subtracts
the estimated powerline interference ©(n) from the observed ECG signal
z(n) is

y(n) = x(n) = o(n),
where the sinusoidal interference ©(n) is estimated as a linear update from
the error €'(n)

d(n) = v(n) + ae'(n).

Expressing the filter as function of the (n) recursion and the ¢’(n) definition
in (6.38) we have that

Note that (z(n — 1) — v(n — 1)) can be replaced by y(n — 1) since v(n)
is replaced by ©(n) after each iteration and then v(n — 1) is 0(n — 1) at
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iteration (n — 1) and so it can be replaced. This step cannot be done with
(x(n) —v(n)) because the replacement will take place after y(n) has been
obtained and before starting calculations of the sample at time (n —1). So
we should replace v(n) by the recursive estimation equation used to obtain
it in (77),
y(n) = (1 = a)(z(n) —v(n)) + ay(n — 1)
=(1—-a)(xz(n) —2coswpv(n — 1) + v(n —2)) + ay(n — 1).

One way to eliminate v(n — 1) and v(n — 2) is by adding and subtracting
the necessary z(n — 1) and x(n — 2) which can be replaced by y(n — 1) and
y(n — 2) since, again, v(n — 1) and v(n — 2) equal the estimated o(n — 1)
and 9(n — 2) at time instants (n — 1) and (n — 2), respectively. In doing so,
we obtain

y(n) =(1 —a)[z(n) = 2coswo(x(n —1) —y(n — 1)) + z(n - 2) —y(n - 2)]

+ay(n —1).

The corresponding transfer function is given by

-1, -2
H(z) = 1-— (()El—l- 2?1) E1a) CQOZOZSZil :(i —)a)z_2.
Note that the poles are not located at wp but rather at wy,
a+ 2(1 — a) cos(wp)
2V1 -« '

This result can be obtained by identification from (6.34). Note that if a <<
1, as is usually the case, wj = wy.

cos(wp) =

Solution 7.9 The 3 dB and 10 dB notch bandwidths of the filters are found
by solving the following equation,
[H(e™)2 = 1077/ max | H (),
w
where x is the attenuation in dB, and max,, |H (e’*)|? is the maximum gain

of the filter. Both filters have maximum gain at w = 0 for wy > 7/2, and at
w =7 for wy < m/2. For wy = 7/2, |H(e)|> = |H(e7™)|%.

The second order FIR filter:
H(z)=1-2cos(wp)z ™t + 272
|H(e?)|? = H(Z)H(Z_1)|Z:e]w = 4(cos?(w) — 2 cos(w) cos(wp) + cos®(wp))

= 4 (cos(w) — cos(wp))?
H ()2, _y = 4(1 - cos(wy))’
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Thus,

cos(w) — cos(wp) = £107/20(1 — cos(wp))
w12 = arccos(cos(wy) £ 107%/29(1 — cos(wy)))

Awy g = w2 — w1 (w2 > wy)

For wy = /2, Aws g =~ 0.50087 and Awig g =~ 0.2048.

The second order IIR filter (notch):

_1—2cos(wp)z ! + 272
1—2rcos(wg)z=t + 12272
[H(e™)[? = H(2)H(z™")ome
_ 4(cos?(w) — 2 cos(w) cos(wp) + cos?(wp))
(1 —72)2 4+ 4r(rcos?(w) — (1 4 r?) cos(w) cos(wp) + r cos?(wp))

H(z)

This expression will obviously be difficult to use. Inserting wy = 7/2 yields

4 cos?(w)
H (e 2 —
[H (") [jg=r/2 (1—12)2 + 412 cos?(w)
4 4
Jw |2 _ —
|H(6 )Mw:O, wo=m/2 (1 _ 7“2)2 + 42 - (1 + 7”2)2
Thus,
cos?(w) _ 10-%/10 1
(1 —72)2 + 4r2cos?(w) (1+1r2)2
) B (1 _ 7,,2)2
Ccos (W) - 10;,3/10(1 4+ T2)2 — 42

(1 —1r2)2
cos(w) = i\/1ow/10(1 + 7q2)2 — 42

(1—1r2)2
W1,2 = arccos <i\/10x/10(1 FCIPRR

wa dB = Wy — w1 (u)g > wl)

For wy = m/2 and r = 0.95, Aws g ~ 0.03277 and Awig g ~ 0.01097.
Note that the value for 3dB agrees with the one that can be estimated from
the approximation in [?, p. 342] Aws g ~ 2(1 — r).

When wy # /2, the magnitude at w = 0 will differ from the one at
w = . If this difference is larger than, e.g., 3 dB, Aws g is no longer well-
defined, and indicates that a very large part of the spectrum is distorted
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by the filter. While this effect is observed for the IIR filter only when wq
is close to 0 or m, relatively small deviations from wg = 7/2 will have a
dramatic impact on the FIR filter. This phenomenon is best understood by
studying a pole-zero plot, recalling how poles and zeros interact in forming
the spectrum.

Solution 7.10 First, using the linear combiner depicted in Figure 77, the
estimated interference is obtained by adjusting the weights w; and ws for
cos(won) and sin(wgn), respectively, using the LMS algorithm. Matching of
the amplitude and phase of the disturbance A cos(wpn — ¢) can be achieved

since
wi cos(won) + we sin(won) = {/wi + w3 cos | won — arctan — | .
w1

Now, assume that instead of cos(wgn) and sin(wgn), the reference samples
cos(won) and cos(wp(n — 1)) are available, corresponding to the two most
recent samples of a signal oscillating with angular frequency wg. Then by
using the trigonometric relation

cos(a — 3) = cos(a) cos(B) + sin(«) sin(3)
we obtain that

wy cos(won) + wa cos(wp(n — 1)) = (w1 + wa cos(wyp)) cos(won)
+ wy sin(wyp) sin(won)
= A’ cos(won — ¢')

where

A = \/w% + 2wy ws cos(wp) + w3
wa sin(wp)
w1 + wo cos(wp)

¢’ = arctan

Since A" and ¢’ can be adjusted to any amplitude and phase by tuning
w1 and wa, it is clear that the linear combiner may be implemented as a
first-order FIR filter. When wy = 7/2, the two approaches are equivalent.

Solution 7.11 The structure of ® in H=1— ®&7 is

1 0
2 cos(wp) sin(wo)
e=lp1 ool =1\

cos(wo(N — 1)) sin(wo(N — 1))
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The matrix product ®®7 = ;7 + o) is of dimension N x N elements.
The element (i,7) is

2 . . 2 . . . .
['I"I’T](i’j) = cos(wp(i — 1)) cos(wo(j — 1)) + N sin(wo (i — 1)) sin(wp(j — 1))
:%cos(wo(i—j)), i=1,2....N, j=1,2 . N

Hence, it is evident that

_ T
H]j = [I-227],
_{ —~cos(woli — ), i#]
1- %, i=j

H)

H = — "y i=1,2,... N. (7.180)
5

i cos((N.— i)wo) |

are circularly shifted versions of each other. Since every impulse response
acts on the input vector x
y = Hx (7.181)

the output signal y(7) is obtained as the convolution of the impulse response
with the periodic extension of the vector x

y(i)=Hlx, i=12,...,N. (7.182)

This filter is a noncausal, a property which does not impose any problems
since the processing is performed off-line. It should be noted that z(i) is
always multiplied by (1 — 2/N) in estimating y(i), as is done with x(i + 1)
which always multiplied by (—2) coswy/N, and so on. This can alternatively
be expressed by generating the periodic extension z.(n), that is,

n

ze(n) = x(n — LNJ N) (7.183)

and then

N
y(i) =Y Hininpm)acli— (N —=1)/24n), i=1,2,...,N. (7.184)

n=1
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where H(n1)/2 (n) is a symmetric impulse response and, hence, with linear
phase.

Solution 7.13 The transfer function is

B(z) 1 —2cos(wp)z™t + 272
A(z)  1—2(1 — uC?) cos(wp)zt + (1 — 2uC?)z~2"

The zeros of the numerator are

B(2) =1—2cos(wp)z t+ 272 =1— (e 4 e 0)1 4 272

= (1 — ez (1 — e ™07l = gt

which are located on the unit circle at the angles +wg. When uC' << 1, the
poles of the denominator are approximately given by

A(z) =1—-2(1 — pC?) cos(wp)z Lt + (1 — 2uC?) 272
~1— (1= pC?) (e 4 e 01 4 (1 — puC?)?272
= (1—(1—pC?e™ (1 - (1 — pC?e 01
= (1 — pC?)eto,

Another way to arrive to this value is by identifying the terms in (?7)
such that the poles p 2 = ret®o are defined by

r=+/(1-2uC?) (7.185)

and
(1= jC?) cos(wo)
cos(wy) = 2,07 (7.186)

Again, when uC? << 1, the previous derivation will result. The pole are
located on the inside of the unit circle, with radius (1—uC?), and at the same
angles as are the zeros at wy. The approximation is that a quadratic term,
which is assumed to be zero, is introduced: 1 —2uC? ~ 1 —2uC? + 2C* =
(1 — uC?)%. Tt is valid when uC? << 1, i.e., when the adaptation rate is
slow.

Solution 7.14 The filter output will be

y(n) = Y a(n—k)h(k,n) (7.187)
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that to be express as sum of z(n) plus other term, it seems to be reasonable
to expand x(n + k) around n with a Taylor series expansion that, assuming
unit sampling period, is:
o
k™ (m) (n
z(n+k)=x(n)+ Z K™ n)

m=1

— (7.188)

which inserted into the convolution sum with the impulse response gives:

n)\ /2 = 2
y(n) = (&) (a;(n) Z e Bk (7.189)

m
k=—o00

+ i x(:;(") ( i (—1)mkme—5(">k2>> (7.190)

m=1 k=—00

which after introducing the normalized impulse response sum, and the fact
that for odd orders of m, the sum in k is of a antisymmetric function and
equals zero, can be simplified to

)\ Y2 S 2 Cm > 2
y(n) = z(n) + (@) Z # ( > ke Ak ) . (1.191)

T (2m

m=1 k=—o00

The sum in k, can be approximated by the the integral of the continuous
time function (sampling period fine enough)

S peme S / 2m =Bt gy (7.192)
k=—00 e
1-3-5---(2m—1) r \Y?
_ o (5(n)2m+1> (7.193)

which results in

x(2m) (n)

v =20+ D G T 2

(7.194)

then the difference, €, between observed, x(n), and filtered y(n), signal is

(7.195)

€ =

> z(2m) (n)
2 G I 2

from this expression we have a relation between € and #(n) and the observed
signal (its derivatives) x(n). If we assume that the signal z(n), around n, is
adequately represented by a polynomial up to third order, then

22 (n)

B = |

(7.196)
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which allows to, once estimated the noise variance at some area of the ECG
like the TP interval, give a value to G(n) from a estimate of the second
derivative of the signal. Note that for high values of z(?)(n) it is obtained
high (n) so narrow h(k,n) which implies higher low-pass cut-off frequency,
as expected for high values of the derivatives implying high frequency con-
tent. By other hand small ¢ again implies high cut-off frequency and the
reverse, meaning that higher filtering is obtained by higher noise contami-
nation as one would find natural.

For higher order polynomial, like up to fifth order we need to solve the
relation
@ (n) 2@ (n)
4B(n) ~ 326(n)?
At areas with very high frequency like at the QRS peaks, still this approx-
imation can fail, and some ad hoc rules could help in improving the filter
performance [?].

€ =

. (7.197)

For real filter implementation, also truncation need to be introduced in
the impulse response resulting in:

. Bk
y(n) = > a(n— k)w (7.198)

k=—m

with C(n) = o7 e~ A0k

Solution 7.15 The orthonormal basis set ® taken into consideration should
be that ones that made the filter characteristics adapted to the time-varying
properties of the signal, so it can be selected from a basis that resemble the
beat morphology, as the Hermite polynomials [?], even more adapted to the
signal shape from a truncated KL-based set of basis obtained from a training
set. The training set can be obtained form a universal purpose data set or
from the initial part of each recording, so better fit to the analyzing data
will be obtained.

Then the issue of number of basis, K < N, used in the truncation need
to be taken in consideration to obtain the projection matrix ®, and this can
be designed from the behavior illustrated in figure ?? where one possibility
is to design the number of basis, K, as those that give a power of the residual
difference between the observed x; ith beat and filtered one y; = ‘I>S<I>STX¢
equal to the a priori estimated noise power in the observed signal 0? at the
ith beat (as usually estimated at the at TP interval).

(xi — ®,87x,)" (x; — ®.87x;) < No? (7.199)

Finally, if continuous filtered signal is required, we need to deal with the
segmentation gaps generated by no-uniform RR intervals. Since this gaps
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usually are at the TP interval they can be filled by a connecting line between
recurrences, always keeping in main that no useful info is provided in that
area.

Solution 7.16 Arrange the recorded noise-contaminated signal and the
known waveform into x and s, respectively:

[2(0) =(1) ... a(N—1)]",
[50) s(1) ... s(N—1)]".

X

S

Now the probability density functions and the hypothesis testing may be
formulated as

1 —LoxTx
p(x;Ho) = W@ 203
: 1 — 555 (x—s)T (x—s)
p(X,Hl) = W@ 205
p(x; Hl) f%((xfs)T(xfs)fxTx) H1
L(x)=—1—2 —¢ 205 >
)= i) L
1 T T H1
In L(x) = ~552 (x—s)'(x—s)—x"x) > Inn
UU
lnL(x):U—g XS_§CSS > Inn.
onstant

The constant term is known a priori. Hence, the test statistics is

H
xT's > 7,
where 7' = o2lnn + %STS. We recognize this as the matched filter ap-

proach.
Solution 7.17 The filter is described by
H(2)zmio = (1 — e 7K (L4 7)o 8
_ o ISK (ej% _ e—jg)’{ oIS (L-K) (ej% n e—jg>L‘K
st (2)) oo (2))
= 4Le_j(%L_gK) sin® (g) cost K (%)

= 4Le_j(%L_%K) tan’S (g) cos” (%)
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Observing that (1 — 2z~ )& (1 + 2= 1) 2K places K zeros at z = 1 (DC com-
ponent) and L — K zeros at z = —1 (w = 7), it is clear that a lowpass filter
is obtained when K = 0, L # K, and a highpass filter when L. = K. Any
other combination of K and L will yield a bandpass filter, with damping at
w = 0 and w = 7. The degree of damping at each end of the spectrum, and
hence the passband, is determined by the specific combination of K and L.

IS4

[HEe )

Figure 7.13: Examples of magnitude functions of the binomial-Hermite family of
filters for different values of K and L, that is, (K, L)=(0,5), (0,15), (5,5), (10,10),
(1,2, and (3,4). Note that the normalized frequency ranges from 0 to 27.

Solution 7.18 The squared deviation signal o2(n) is
o*(n) = B [(zi(n) - Elzi(n)])?]
= E [(zi(n) — 5(n))?]
= E [v}(n)] (7.200)

So it can be estimated by

(7.201)

When misalignment is introduced in the model, we will temporary move
to the continuous-time domain to account for continuous delay 7;. Within
this framework

o*(t) = E [(z:(t) — E[z;(t)))?] (7.202)
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with
Elzi(t)] = Els(t — 7;) + vi(t)] (7.203)
B [s(t) — d‘zl(tt)} (7.204)
= s(t) (7.205)
and then
o*(t) = E [(z:(t) — s(t))?] (7.206)
2
- E (Tid‘;(tt) —i—vi(t)) ] (7.207)
2
_ B[] <dil(tt)> + B[ (t)] (7.208)
that when sampled and estimated results in
M
> vin)
62(n) = 025 (n) + % (7.209)
(7.210)

This result shows that the misalignment introduce errors but not only de-
pendent of its statistics (o2) if not also of the signal properties s'(n), being
more relevant as the derivative is bigger, in other words for components of
higher frequency.

If now we want to keep the contribution of the misalignment to P lower
than 10% of the P, contribution, knowing that power of v;(n), P,, is 30 dB
lower than that of Py, P, = 1073, we should impose that

2
P < — 211
07 Py < 10 (7.211)
PS/ Pﬁu
277 <10 (7.212)
107,
F, =75 4kH 21
P z (7.213)

Solution 7.19 The QRS complex always acts as a big step impulse for the
filter, and then it spreads ringing after the QRS that will eventually overlap
the late potentials being impossible to distinguish this ringing from the real
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clinically relevant high frequency contents. This is similar to the ringing
introduced by the linear phase filter used for 50/60 Hz attenuation.

One way to solve this is with a bidirectional filter which filters the right-
most half of the QRS part in backward direction. This will made the ringing
to spread into the first part of the QRS complex rather than into the last
part, so avoiding the overlap with the late potentials. The first leftmost
part is filtered forward just in case QRS width duration is to be measured
so also avoiding ringing into the “early” potential area and being possible to
estimate both onset and end positions of the filtered QRS waveform. If the
filter is IIR then the effect is even better marked since the phase response
is highly non-linear and frequencies lower than those at cut-off frequency
are even more delayed than those on the pass band so further separating
the high frequency components from the attenuated low frequency from the
QRS waveform.

Solution 7.20 a) Since the error 7 is uniformly distributed in the sampling
interval [-7"/2, T'/2] the PDF function is P.(7) = 1/T on that interval and

the misalignment error variance, af, is

T/2 4
o2 :/ —7idr
T/2

T2
T 12

(7.214)

which give a standard deviation o, = 0.144 ms

b) The cut-off frequency can be compute from the result already obtained
in problem 4.23 as F, = 0.422/T resulting in F, = 844 Hz

c) the bigger restriction will be the averaging since impose a cut-off
frequency of 844 Hz whereas the sampling limits to half the sampling rate,
being then 1000 Hz

Solution 7.21 Lets assume that the max g¢(m,—ep) = g(c, —eg) occurs
no>m>n

at sample ¢, and the min g(m,egp) = g(n,ep) occurs at the sample n just
no>m>n

candidate to be a vertex since next one n + 1 already satisfies 7?7. In this
situation the reconstruction error e,, at sample m will be (see Fig. 7.14)

z(n) — z(no)

7.215
— (7.215)

em = |r(m) — x(ng) — (m —no)

For any value m it is satisfied

|z(m) — x(ng) — (m —np)g(n,e)| <e (7.216)
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0.5 ‘
11SAPA-1 Principle, €=0.11 mV
0.25
N
E
[}
°©
2
g
< 0}
0.25 ‘ L ‘
0 0.25 0.5 0.75
Time (seconds)
Figure 7.14: Plot for SAPA-1 principle
and also

z(n) — x(no)
n—ng

z(no) + (m — ng) —x(no) — (m —ngp)g(n,e)| <e (7.217)

by combining both equations

W J2(n) — a(no)

n—ngo

x(m) — x(ng) — (m — ng < 2 (7.218)

Solution 7.22 With the model assumptions the running average beat 3;(t) =
s(t), and the residual y;(t) signal will be

Yi(t) = zi(t) — () (7.219)
yi(t) = s(t) +vi(t) — s(t — ) + vi—1(t) (7.220)
Yi(t) = Tecg, (t) +vi(t) +vi-1(t) (7.221)

where 7; is the misalignment error at beat ith, and r..,, (t) = s(t) — s(t — 7).
We made the study in continuous-time since the misalignment refer to a
continuous value respect to the perfect alignment, the sampling will be done
at the end. The power spectrum of y(t), S,(Q2), will include two terms
Sy(Q2) = EIS,

Tecg;

(V)] +25,(2) (7.222)
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where the second term comes from the consideration that the noise is sta-
tionary across beats and uncorrelated from beat-to-beat, and the first term
in (7.222) can be express as

E [Sr.e,, ()]

Sy(Q)E [\1 — eI 2} (7.223)
= Sy(QE[(2 - 2cos Q)] (7.224)

Making the expected value for 7; from —0.57;,, to 0.57;, we obtain

2sin(Q7,, /2
BlSru, ()] = 250000 (1= 2202 ra
i QT,,
so the power spectral density of the residual is
2sin(QT,, /2
S, () = 25,() (1 2sin(Qn/2)\ | og, (), (7.226)
QT,,

which has a multiplicative factor with the ECG power spectrum Ss(£2) that
increases with €2 and with the misalignment T},. See that this factor, for
Q << 2/T,,, takes a quadratic dependence

25in(Q T /2
2 (1 - %) ~ Q272 /4. (7.227)

This implies this problem is more relevant at the QRS area, higher fre-
quency components, than at the P and T wave areas, see Figure 77, where
the residual energy increment with misalignment at the QRS area is much
higher and at the rest, as predicted by this result. In the best alignment
situation, T,, = T', with T the sampling period, still this problems have a
relevant effect, mainly for low sampling rates. When discrete time signal
is considered, sampling rate Fs = 1/T, the sampling theorem should be
applied to equation (7.226) obtaining

Sy(e®) =F, Y S,(Q—2miF)|a—ur, (7.228)

1=—00

and same analysis can be done.

Solution 7.23 In the strategy a), the quantized signal, x4, (n) = Qc(zi(n)),
7 the beat number, will be

zq;(n) = s(n) +vi(n) — eq,(n). (7.229)
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The averager output is
i
84:(n) = Qc N Z Ly, (n) | (7.230)
j=i—N+1

where a new roundoff error, efh (n), appears because quantization of the

average to be able to posterior subtraction from the x4 (n) signal. 34, (n)
becomes
'L wi(n) —eg(n
Sa(n)=sn)+ > un) —ey ™) _ (n) (7.231)

N ~ g
j=i—N+1
and so the residual signal y,, (n) takes the value

) o S ) e ()
ya () = viln) = eq(n) — 3 U ) (1.232)

j=i—N

Assuming roundoff error after the averager, e;. (n), uncorrelated with the

running quantization error, ey, (n), and neglecting the averaged noise power,
results in a power of

2 2
oi+o A?
Py, =05+ 20, + Tq ~ o2+ 275 (7.233)

For the second strategy b), the analysis is a bit different, with two dif-
ferent quantizer, “f” for fine and “c¢” for coarse, take place.

g (n) = s(n) +vi(n) — el (n). (7.234)

qi

At the output of the averager, and already neglecting the averaged noise
component, we will have

Sq,(n) = s(n) — e/ (n), (7.235)
and the residual yg, (n), after the coarse quantizer, is
ye (n) = vi(n) — el (n) + €l (n) — € (n), (7.236)
which lead to the power expression
A% A2
_ 2 2 2 _ 2 97 f 2S¢
P, =0, + 2065 +0oge =0, +2 TIETE (7.237)

2 A2
Comparing with strategy a) the residual power is (% — 21—£> times lower

in the case b). For fine quantization with 12 bits, dynamic range 4 mV, and
coarse quatization with 4 bits, dynamic range 0.5 mV the difference is of
44.7 pv?
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Solution 7.24 To minimize F; we should differentiate it with respect to
the coefficients aj, to be estimated, and set the result to zero.

oE; ot &
e = Y2 aw(lia+n+ k)l +n+5) (7.238)
YGonITN k=—p
Na—1 ) )
= > 22(6i +n)w(Bia +n +j) (7.239)
n=—N1
by denoting
Nap—1
r(k,j) = Z z(0; +n — k)z(0; +n — 7) (7.240)
n=—N1

and «o; = él — éi—l the estimated RR interval at beat ith, we have the set of
equations

p

Z agr(a; — k,a; — j) = 10,05 — j); J=—=PDy..yD (7.241)
k=—p

that in matrix form becomes

Ria =r; (7242)
where
r(o; + p,a; +p) r(o; 4+ p,a; — p)
r(o; +p—1,0; +p) r(o; +p—1,0; — p)
R; = ) _ .
r(o; — p,a; +p) r(og — p,a; —p)
and
al =[a_p,a_pi1,...,ap) (7.243)
r’ =[r0,a; +p),...,r(0,a; — p)]. (7.244)
Then
a=R;r; (7.245)

Matrix R; is symmetric, positive semi-define and can be inverted using ma-
trices algebra. Note that R; is basically the auto-correlation of beat i—1 and
r; is the cross-correlation between observed beat ¢ and previous one ¢ — 1,
and even it has been omitted the estimated parameters a depend on the
beat under consideration. A straight forward extension of the technique will
be to use an averaged beat to estimated R; and r; rather than the previous
beat, so noise will be attenuated in the parameter estimation
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Solution 7.25 The truncated transform coding, in noise free signals where
every beat block of N samples can be model by x = s, gives a reconstruction
error, € = X — X = § — s, signal that can be properly quantified by their
Prus value,

ele

However, when noise is present in the signal, x = s+v, any coder which tries
to minimize the Prpss value what in fact is doing is to code the noise. This
can not always be a desirable situation, and rather we will like to truncate
the transform when the signal of interest, s, is fully coded, rather than the
observed signal x.

If we assume the conditions at the formulation, with noise uncorrelated
with the signal and white, it will be equally spread in the transform domain
and then with the transform also select to have high compression perfor-
mance for low truncation value K (K << N), we can use the approximation
proposed at the formulation obtaining that X, is basically an approximation,
§, of the desired signal

Xx=8+Vv~=Ss. (7.247)

Then the error signal
e=X—X~§—s—V, (7.248)

and the Prass value, considering that § — s is uncorrelated with the noise v
is

Prits ~ \/ (S_S)T% +o2. (7.249)

So a much better performance criteria of the fit between the reconstructed
and the desired signals could be

T
Phass = % — 82, (7.250)

where the estimate of the noise power &2 can be obtained at the TP in-
terval, or by some alternative technique like average beat subtraction and
computing the power of the residual, etc.

Solution 7.26 The relevant error to be computed can now be refereed to
the inter-observer variability in such a way that errors of the same order of
magnitude that the inter-observer variability should be given equal relevance
in the index. For that a new normalized error can be introduced as

B — Bk

AL = v (7.251)
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where values around one will imply acceptable performance and as the values
increases from one, the performance deteriorates progressively. Also a non-
quadratic norm can be introduced to better account for linear interpretation
between the performance index and the real distance from the inter-observer
variability values.

Zf:l apAG;
ZkP:1 893
This index again should be read taken one as the the error that will be

made between two different expert measuring manually, according to the
data provide by the V} values.

Pwpp = (7.252)
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Chapter 8

Solution 8.1 In order to study this influence we will start by modeling the
misestimation by the error

te = 0k — &

where &, can be consider as a zero-mean white noise sequence. If we assume
that & is solely given by the ECG sampling frequency 1/T effect, & will

be a white random variable which is uniformly distributed in [-T/2,T'/2]

whose variance ag is given by

T2
of = E[§] = Iz
Now we will study the effect on the different HRV representations

o Interval Tachogram

The estimation d;7(k) from the observed QRS detector mark will be

drr(k) = 0y, — 01
=t —tp—1+ & — &1
== dIT(k) + g(k)

where the error e(k) = & — &,—1 is independent of the signal d;r(k)
and has a power spectral density that can be calculated from their
autocorrelation function and the fact that

re(k) = Ele(n)e(n — k)]
= E[(fn - gnfl)(gn—k - gn—l—k‘)]
=2r¢(k) —re(k+1) —re(k — 1)
2 2
= %5(@ - %((5(k‘ +1)+6(k—1))

then the power spectral density of the error € is

2
S.(e) = % (1 — cos(w))

where w is the normalized frequency in cycles-by-interval. The power
spectral density under consideration Sy, (e’) is then

Sy (¢) = Sap () + S: (™)
T2
= Su () + = (1 = cos(w))
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Note that this term is a new bias term in the already biased Sy, (e™)
when used to estimate the modulating signal spectrum S,,(e’) ac-
cording to the IPFM model. The bias is proportional to the sampling
period T'. since in Sg,. (/) we can only look until w < 7 For low
frequencies w << 7 we can approximate

2

A T
SdIT (e]w) - SdIT (€]w> + 1_2“)2

= S () + Ung

e Inverse Interval Tachogram
Now, the estimation, dr 17(k), from the observed QRS detector mark
will be
B 1
O, —Op
1
oty —tr_1 +e(k)’

CiHT(k)

Considering that usually (k) << (tx — tx—1) because the sampling
interval T is much much smaller that the interbeat RR interval, we
can approximate

dirr(k) = . <1 =(k) >

Tt —th by — e
e(k)
= dHT(k) - (tk — tk—l)Q

and by noting that (t; — tx—1) = Tp + ATy, with Ty being the mean
heart period with usually ATy, << Ty we can write

R e(k
dIIT(k) ~ dIIT(k) — %
0
and then
O w w Se (e
SdIIT (6] ) = SdIIT (6] ) + 8’24 )
0
T2
= SdIIT (ejw) + 6_1—81 (1 - COS(u}))

From this result it could erroneously be concluded that dyx(k) is less
sensitive to the sampling rate that is the diz (k) because the factor Tj
in the denominator. However this is not true because to be able to
compare the HRV from this two different measures we need to generate
a dimensionless signal [?] as Ty -dyr (k) and dip (k) /To. When comparing
this two signal the sampling effect becomes the same.
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o Fvent series

Now, the estimation, dp (t), from the observed QRS detector mark will
be

dip(t) = > 8(t—64)

k=—o0

and its Fourier transform can be expressed as

o

D)= Y e

k=—o00

oo
— Z eIk oIk

k=—o00

Since Q < 270.5 in HRV signals, and & < T'/2 with T typically having
values T' < 0.004 (sampling rates bigger than 250 Hz) we have that
¥k < 270.001 << 1 and then it can be approximated

o0

Dy~ D e (1 + 508,)
k=—0o0
=DE(Q) +2 > Ge M

k=—oc0

When estimating the power spectrum by truncating to k = 0,..., IV,
squaring, taking the expectation respect to £, and making the limit
N — oo we have

2 2
Qo*g

Sia () ~ S5, (@) +

where it has been taken into account that & is zero-mean and white.

o Heart timing

Now, the estimation, cfHT(t), from the observed QRS detector mark
will be
Brp(t) = Y (KTo — 0k)5(t — Or)

k=—oc0
oo

= > (kT —t + &)O(t — Ox)

k=—o00
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assuming that dgyr(tx) = dgr(0x),which is reasonable since dyr is
band-limited to 0.5 Hz and t; will only differ from 6, in several ms
compared with 500 ms that is the fast period of change in dgr(t).

1Y (t) = dgr(t Z S(t—0k)+ > &d(t—6k)

k=—o00 k=—o0

We have then two term. The first one is the convolution of the dgr(t)
with the previously solved term for the event series. The second one
is a white noise term represented by &x. So we can write.

DY (Q) = D%r(Q) + Dyp(Q) * 50 Z Eoe I 4 Z €6~

k=—00 k=—oc0

where the first term is the value to estimate, the second is the effect of
the error in the time locations, and the third is the effect of the error
in the signal amplitude estimation.

The second term can be neglected respect to the third because we have
a noise spectrum (same term than in the third) multiplied by Q < 0.5,
then resulting in a noise with lower power. This is then convolved with
a spectrum Dy (Q2) whose area is usually much lower than one since
m(t) < 1, zero-mean and band-limited, and dg7(t) is the integral of
m(t). The convolution results is then even lower so the dominant term
will be the third. This implies that the effect on time location is much
reduced that the effect in amplitude modification. Then estimating

Di(92) = Diy () +5Q Y e

k=—oc0

and then

Interval function

Now, the estimation, csz(t), from the observed QRS detector mark,
and following parallel procedure as in dir(k) and dgr(6x) it will be

AU (t) = die(t Z S(t—0k)+ Y exb(t — 64)

k=—o00 k=—00
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and then

Dip(Q) m Dp(Q) + > epe

The difference now is that e is not longer white so

2

N
g
S =957 — — i E & (=10, —Ok41) —9Q(05—0k_1)
S[F(Q) _‘S’IF(Q)+ lim k__NQ TO (6 POk =0k +1) 4 o030k —0k 1)

since we are calculating the term due to the amplitude misestimation,
we can very well estimate it for the case of uniform sampling in the

Qk = kTO SO
Qu u 2 2 02
SIF(Q) = SIF(Q) + _T - 2? COS(QTO)
0 0
202
= Sip(Q) + 7= (1 = cos(Qp))
0

(8.253)
that is equivalent to the case of interval tachogram

o Inverse Interval function

Just proceeding as with Interval function and the Interval functionln-
verse interval tachogram we will get

. 202
Stip(9) = S}rp(Q) + 5 (1~ cos(QTp))
0

(8.254)

Finally note that to compare dgp with dir and dyr the former should be
divided by Ty and the later multiplied by the same quantity, so the results
in the three cases are equal for low €2 and for the case of dyp this effect is
more pronounced with increased frequency.

Solution 8.2 a) The problem with the I index comes from the definition,
since given a recording the number M is fix, but the maximum P™ will
depend on the precision at which the RR histogram is computed. The
maximum precision will be the sampling interval, that can change from
experiment to experiment, but also computation of the histogram can be
made at lower RR resolution that the sampling interval. e.g in Fig. ?? the

resolution that was used is 10 ms. With this situation the index can only be
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used and compared if given together with the resolution that is not a nice
property.

b) The second index does not suffers from this problem since the result
is directly express in ms. One way to estimate the r, and r, will be to made
a LS fit of a triangle, ¢(r), to the estimated histogram P,(r) forcing the
triangle to have the peak at the maximum position (7,,, P/™"). See figure in

T
formulation. This can be obtained by minimization of the error ¢

. /O T (Bu(r) — q(r))2dr (8.255)

with respect to 7, and 7, being included in the triangle approximation ¢(r)
as.

0 forr <r,
PTYL Pm,r
v p0 forr, <r<r
q(r)=q "™Pn  Imphe., " (8.256)
— T e for o <1 <'re
0 for r > r,

The minimization can be done separately in the upwards slope of the triangle
to obtain r, and in the downwards slope to get the r. value.

Solution 8.3

a) The first thing that we need to obtain is the PDF p;r(z) to be able
to estimate from it the variance. For that we first estimate the probability
distribution function

Pr(z) = Probability(dir(k) < ). (8.257)

since dyr(k) = 1/dir(k) we can easily relate one to the other by

PHT(‘/I:) — PI‘Obablhty(dHT(k) S :L‘).

1
= Probability (dIT(k> > ;)

1

_1-P, (i) (8.258)
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where we have assumed P,r(z) is a continuous function, Probability(d;r(k)=1/x)=0.
Since the probability density functions, PDF, are the differentiated of the
probability distribution function, F, we have

(x) 1 1 o1
pIIT(fU) = IT—2 = 2Ax2 murtA =7 = mr—A
:c 0 otherwise.

First observation is that this density distribution is no longer uniform even if
the pir(z) is. We can now estimate the mean and variances of the two PDF.
for the dip the calculation are very straight forward giving El[dir(k)]=mr
and Varld,r(k)] = A%/3.

For the d;;+ we need to compute

1
e = Eldue (k)] = / e x2jx2 da
myp+A
1 mr + A
24 <mIT - A)
and the variance
1 1
Var(d (k)] = ’”f (z — mur)? Sl
miT+A
__ 1 e
m12T — A2 T

b) Next table shows the results for values m;r=1s and A=0.2 and those
when moving to m;;=707s and A=0.1414.

My A Var[dir (k)] | mur | Var[dur(k)]
1 0,2 0,0133 1,0136 0,0143
0,707 | 0,1414 0,0066 1,4541 0,0602

We see that Var[d;r (k)] is reduced by a 50% whereas Var|dy (k)] is increased
by 300% . So this illustrate how care should be taken when interpreting HRV
from different quantification indices.

Solution 8.4 If the modulating signal m(t) is compose of a single tone
m(t) = my cos(2mFit)

we can use equation (6.147)

5(9) + M(Q)) .

T 5(Q) + > Dpar—um, ()

k=1

Dp@) = (
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and estimate the frequency modulating term

21k
DFM—HTk(Q) =F {2 COS <L
I7

(t+ dur(0)) }

now dgp(t) is

t
dir(t) = / m(r)dr = —Qm]; sin(27 Fyt)

—00 T

so the frequency modulating term will be the know expression for tone mod-
ulation [?]

27k m1 .
Dryvi—br, () =F {2(}08 <TI (t T WE sm(27rF1t)>>}

= k 27k
DFM—HTk(Q) = f{? Z Jl (;:ilTI) COSs (%t-ﬁ- QWZFlt)}

l=—00

and taking the inverse Fourier transform we obtain

. mlk 21k
dp(t) = T] + F cos(2nFit) + — Z Z <F1T[> cos (Tlt + 27rlF1t>

T k=11=—o0
mik mik
2my S o i1 <F1TI> + i (F1T1> 2k
— g g ——t+2mlFt
+ T 2 5 cos T + 1
=1l=—oc0

and using the property of the Bessel functions

21

Tisa(@) + S (@) = —Ji(x) (8.259)
1 ml
dp(t) = T + T cos(2mFit)
25 % LTy mik ok
T 1 J] T L onlFyt
+T1;l;oo( i k ) Z<F1TI>CO <T1 e 1>

(8.260)

Solution 8.5 a) The impulse response h(t) of a ideal low-pass filter with
cutoff frequency Fr is:
in(2wF,.t
h) = SmETED e, (8.261)

7t
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and then dpp(t) can be expressed according to 7?7 as

(8.262)

Sampling this dyg(t) function at the Nyquist rate, 2F,, will give the
drp(n) when substituting ¢ by n/(2F.) so

K sin(wn) cos(2mFety) — cos(mn) sin(27 F ty,)
s
k

‘ mn — 2w F .t
K .
B (—1)(™+ D sin(27F,ty,)
= 2F, ,}0 p— (8.263)

If we had used a different sampling rate Fs; > F./2, then the term
sin(mn) that has appeared in the numerator will be sin(27nF,/Fy) and
will no longer be zero, also the term (—1)"+1) will become cos(27nF,/Fy)
which is more involve from a computational point of view.

b) In practice previous result can be argued that, since the available data
in newer infinity the filter will never be ideal and the sampling at
exactly the Nyquist frequency will introduce some attenuation and
aliasing errors [?]. To avoid the aliasing and still have nice computa-
tional properties, in [?] was presented the algorithm for sampling at
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two times the Nyquist rate, 4 F.. Preceding as before

5 sin(2nFu( = — t))

dre(n) =)

— g — )

in(%5t) cos(2mFety) — cos(5t) sin(2m F ty,)
% — 2 F .t

I
=
M=

n+2

i (—1)"%" sin(2rF.ty)
n

k=0 7T (5 - 2Fctk>

= (8.264)

K nt3

Z (—=1) 2 cos(2mF.ty) n odd.

n even

Solution 8.6 a) The double integral IPFM model can be express in math-
ematical terms as

tr t
/ ( / (1+ m(T))dT> dt = kT) (8.265)
0 0
being k the beat index. Integrating the expression we obtain
t2 t t
x +/ (/ m(7‘)d7‘> dt = KTy (8.266)
2 0 0
and defining a new heart timing as
)
dHT(t) = KTy — E

_ /0 t ( /0 ’ m(T)dT> dt’ (8.267)

we have that this signal can be estimated at the event times

2
dpr(ty) = KTy = 3
b) An estimate of the spectrum of the modulating signal M (£2) can
be obtained from an estimate of the spectrum of the heart timing signal
Dpyr(€2), assuming m(t) zero-mean and causal, trough the relation

M(Q) = (52)*Dar (%) (8.268)
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Solution 8.7 Respect to the maximum heart period, in problem 7.6 we
already shown that a linear interpolator has a -3 dB cut-off frequency that
can be estimated from the expression.

030
T

being T the interval gap between samples under interpolation. Then, to
have always F,. > 0.4Hz we need to be sure that always

E, (8.269)

T < 0.3/0.4 = 0.75

implying that the maximum RR interval should have 750 ms. In other words
the heart rate need to be always higher than 80 bpm.

Solution 8.8 Taylor series expansion of g(t) around ¢t = 7 gives

dg(t
g(t) = g(m) + % t—7)+... (8.270)
t=1
Inserting the condition that g(7) = 0 we obtain
dg(t
g(t) = % t—7)+... (8.271)
t=T1

To estimate 6(g(t)) we need to care about the ¢ values for which g(t) = 0
that is when ¢ = 7 so we can use the first order approximation of g(¢) around
t = 7 and made the equality
ogt) =6 —= t—
) =3 (52 =)
o(t—1)

ot

dg(t)

‘t:T

Then, we obtain the desired result

t—1)= 698—5515)

_ ‘8%_?' 5(g(t)) (8.273)

3(g(t))

Solution 8.9 In order to speed the computations of the Lomb periodogram,
it is proposed to shift the sin and cos basis function by a factor 7 so to get
the condition express in (77?)

K
hf hor = cos(Qt — 7)) sin(Q(ty — 7)) =0
k=0
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The value of 7 satisfying this condition can be obtained by doing some
trigonometric transformations, and expressing

K

1.
hi hy, = kzo 5 sin(20(t — 7))

K K
cos(29r) Z sin(20¢y,) — sin(2Q7) Z cos(2th)] =0.
k=0 k=0

From here we obtain

S sin(2Qt;,)

tan(2Q71) =
P00 = S eon0ny)

)

and the result for 7 in (??7) appears,

1
T = E arctan <

Zszo sin(2Q¢y,) )

Zf:o cos(2Qty,)

Solution 8.10 Under the IPFM model we assume that the signal m(t) is

Zero mean, so
tk
/ m(7)dr =0
0

then

ti
dHT(tK) = / m(T)dT
0
KTy —tg =0
and one estimate of 77, in ectopic beat absence is (6.125)

. tr
Tr =~

When there is one ectopic beat the

dur(te) = /0 " ()
(K+S)T[*tK:0

and the estimate of T7 in (??) can be obtained from a estimate of s as in
(77)

(97¢
K+5

Ty =
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When there is more than isolated ectopic beat, we will have associated to
each jth ectopic a s; parameter, so

dur(tx) = /OtK m(7)dr

(K+ZSj)T[—tK:O

J
and the estimate of 17 is then

A tK
Tr = ————.
S

Solution 8.11 In the HRV analysis by the dpg(t) representation the ec-
topics will introduce two types of errors. First the ectopic will generate a
spike in a position that does not correspond with the regular series coming
from the SA node. In addition the spike sequences after the ectopic will be
shifted because the resetting of the SA node generating the so call compen-
satory pause. The first problem can be address like with any other method,
identify the ectopic beat and reject the spike associated with it.

From the “cleaned” spike series dg(t) we can propose a first strategy
by just low-pass filtering this even series to obtain drp(t). This strategy
has to interpolate a large gap in the ectopic neighborhood and will result in
low-pass filtering of the estimated signal.

Other alternative can be to estimate also the § associated with the ec-
topic as introduced with the dyr(t) signal. Once s is estimated, we can

backwards shift the spikes after the ectopic by one amount, 3 Ty, that is the
responsible for the compensatory pause after the ectopic.

ke K R
dg(t) = o(t—tr)+ > 6(t -t + 8To).
k=0 k=ke+1

From this even series we can proceed to generate the dpg(t) as a estimate
of m(t).

Solution 8.12 From the definition of S;,(e’) we see that

ray (0) = % / Sy () (8.274)

Introducing the definition of the I';,(e) we obtain that

Sy (™) = Ly (™) Suz (€2) ) Syy(€2) (8.275)
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and integrating and realizing that
1
T2y (0) = NE[xTy] (8.276)
it appear the result

™

% ny(ejw) wa(ejw) Syy (63“’)dw
= . 8.277
’ VERTSVERTY] (8.277)

Solution 8.13 The solution is obtained by solving equation 8.105 (ref??’)
to obtain the elements of (1.104) as function of the element in (1.103).

Spia (€)= 0 |Hi1(e?)]* + 05,| G2 () Haz (™) ? (8.278)
Saazs (7)) = 02 |Ga1 (e*)H11 (e?)|* + o2, | Hao (™) ? (8.279)

Seras (€7) = 03, Go1 ()| Hia ()P + 07, G () [Hoa ()P (8.280)

and using the definition

Tay(e’) =

02, Go1(2)|H11(2)|? + 02, G715 (2) | Haz(2)|? J

(o8, 1H11(2)|4G21(2)|2 + o, | H22(2)[4|G12(2)|? + 02, 02, | H11(2) Haa(2)[2(1 + |G12(2)Ga1(2)[2)) /?
(8.281)

z=elw

with
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Appendix A

Solution A.1
Formulation:

Show that for a positive definite (semidefinite) symmetric matrix all their
eigenvalues are positive (or zero)

Solution
If A is symmetric and positive definite (semidefinite) and v; it the ith

eigenvalue then,
0 <vIAv; = \||vill3 (A.282)

and then all eigenvalues \; are real-valued and positive (non-negative).

Solution A.2

Formulation:
Show that an autocorrelation matrix R, = F [XXT] is allways positive
semidefinite.
Solution
Computing the quadratic form we have that
yI'E [XXT] y=F [(yTx)z] >0 (A.283)

and then is is obvious that the matrix is positive semidefinite

Solution A.3
Formulation:
Show that the LS solution to the overdetermined problem presented in

Ax = b, (A.284)
is given by
x = (ATA) "' ATb, (A.285)
Solution
The LS solution consist in minimizing
|Ax — b|3 (A.286)
This expression can be rewriten as

|Ax — b3 = (Ax — b)" (Ax — b)
=xTATAx +b"b - bT'Ax — x"ATb (A.287)
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and computing the gradient and forcing it to be zero-valued
Vxl|[Ax — b3 =2ATAx —2ATb =0 (A.288)

gives the solution
x = (ATA) " ATD, (A.289)

Solution A.4
Formulation: Obtain the first and second basis function of the KL expansion
for a ECG beat model as

X; =8S; +V; (A.290)

where the dependency of s with the beat order i comes from the misalign-
mment 7; in the segmentation and sampling of the analog signal s(t),

si(n) = s(t — 7i)lj—pr, - (A.291)

Where 7; is zero-mean and gaussian distributed. It is going to be obtain that
the first eigenvector is proportional s as was already obtained in 4.248 in the

book, and the second eigenvector is the derivative of the signal s', s'(n) =

dzit) . Assume that 7; is small compared with the signal derivative
t=nTs

s'(n).
Explain with this result the shape of the first and second eigenvalues in

figure 7.37 b).

Solution
First, since 7; is suppose to be small, we can approximate the signal as

zi(n) = si(n) + vi(n) (A.292)
s(t) — ds(t) vi(n A

-] i) (A.203)

= s(n) — 78" (n) + vi(n) (A.294)

which in vector notation is
X; =s—7;8 +V; (A.295)

Now we can recall that a energy signal s(t) and its derivative s'(t) are
orthogonal. This can be easily shown from the Parseval theorem

/ T s (Bt = % / T S(Q)(—j0)S*(Q)d0 (A.296)

—00

_ 2i / —jQIS(Q)[2dQ = 0. (A.297)
™ —00
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If sampling satisfies Nyquist theorem, this results directly extrapolates to
the discrete time domain and we have that s’s’ = 0.

Computing the autocorrelation function of x, assuming white noise and
uncorrelated with the signal and its derivative, using the fact that E[r;] = 0,
and denoting F [Tf] =02, E;=s"s and Ey = s'T's’ we have

R, =ss! + O'?.SIS/T + 021 (A.298)

The eigenvalues and eigenvectors of R, are found by solving the equa-

tions

(ssT + 0'72.S/S/T + 02 1)), = A\ppp- (A.299)

The signal s is proportional to one of the eigenvectors because

R,s =ss’s + aZs’s/Ts + 02s = (Es + 02)s, (A.300)
and the corresponding eigenvalue is equal to Es + 2. Then The signal s’ is
also proportional to other of the eigenvectors because

R,s =ss's' +02s's"s' + 028’ = (62Ey + 02)s, (A.301)
and the corresponding eigenvalue is equal to O‘ZES/ + Gg.

The remaining eigenvectors ¢y, which must be orthonormal to s and s’
as well as mutually orthonormal, are determined by

Rop), = ss’ +o28's" @) + o), = o2y, (A.302)
where s”¢p, = s’ T(pk = ( is used to arrive at the last step. The correspond-
ing eigenvalues are all equal to o2 and are thus smaller than E, + o2 and
o 3E3/ + o g

So assuming 02FEy < Ej, which is quite reasonable since o2
small compared with the signal differentiate and also the signal is low-pass,
the first eigenvector is proportional to s and the second to s'.

This result explains the eigenvalues obtained in figure 7.37 b) where a
subject specific KL transform is presented for ECG compression. In that
case the beat repetition can be considered constant with the misalignment
fluctuation, and it is evident how the first eigenfunction resembles the orig-
inal beat , and the seconds to its derivative

is assumed

Solution A.5
Formulation: Obtain the first and second and third basis function of the KL
expansion for a ECG beat model as

X; =8; +V; (A303)
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where the dependency of s with the beat order ¢ comes from the misalign-
ment 7; in the segmentation and sampling of the analog signal s(t), but now
with larger 7 which recommends to use a second order approximation

si(n) = s(t = 7i)lj—pr, - (A.304)

Where 7; is zero-mean and gaussian distributed. It is going to be obtain
that the first and third eigenvector are proportional to a linear combiantion
of s and s”, and the second eigenvector is the derivative of the signal s/,

s'(n) = d‘;(tt) . Assume that 7; is small (to a second order approxima-

tion) compared with the signal derivative s'(n).

Solution
First, since 7; is suppose to be small, we can approximate the signal as

xzi(n) = s;(n) +v;(n) (A.305)
ds(t) 72 d?%s(t)
~ |s(t) —T; -+ i A.306
S( ) T dt + 2 dtz t:nTs + v (n) ( )
2
= s(n) — 738 (n) + %s”(n) + v;(n) (A.307)
which in vector notation is
-2
x; =8 —7;8 + EZSH + v; (A.308)

Now we can recall that a energy signal s(¢) and its derivative s'(t) are
orthogonal, and so its derivative s'(¢) and the second derivative s”(t), if If
sampling satisfies Nyquist theorem, this results directly extrapolates to the
discrete time domain and we have that s”s’ = 0 and s'7's” = 0.

Computing the autocorrelation function of x, assuming white noise and
uncorrelated with the signal and its derivatives, using the fact that E[r;] =
0, and denoting E [7?] = o2, E; = s's, Ey = s''s', Eg» = s"7s" and
Eg, = s"Ts we have

2 4
R, =ss’ + % (ss”T + s”sT> + o2+ 3%8USNT +021.  (A.309)

The eigenvalues and eigenvectors of R, are found by solving the equa-
tions

2 4
<SST + % (ss”T + s"sT> + 072.S/SIT + S%S”SHT + 031) Pr = \ePp-
(A.310)
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The signal s’ is proportional to one of the eigenvectors because

R,s' = UZS/S/TS/ + 028’ = (62Ey + 0?)s, (A.311)
and the corresponding eigenvalue is equal to Ay = 02Ey + 02.

Since s and s” are not orthogonal the eigenvectors attached to the space
this two signal expand should be a linear combination of then ¢, = as+ bs”

" o7 o? " oy " 2
R, (as 4+ bs") = aFgs + a?TESuSs + aETEss + 3aZTEs//Ss + ao’s
2 2 4
+ bE s + b%ESNS + b%ESNSSH + 31)%ESNS” + bO’?,SH
= A\ (as + bs") (A.312)

By denoting
2
c1 = Es + J—{Esns
2

dl - Es”s + %LES//

0'2 0'4
Co = _QLES + 3_47:E5”5

O'2 0'4
dg = TTES/’S =+ 3TTE5"
we have to solve the equation system

(A —02)a = acy + bd; (A.313)
(A= 02)b = acy + bdy (A.314)

Which results in .
a=—2 (A.315)

A=03)—a

and introducing this into A.337 we have to solve a quadratic equation in A

A =02 = (A= 02)(c1 +do) + c1dy — dica = 0 (A.316)

which results in

(Cl + dg) + \/(01 + d2)2 — 4(Cld2 — dlCQ) " o2
2 v

assuming that factors 4(cidy—dica) << (c1+d2)? The eigenvector results

A=

(A.317)

M~ (c1 +do) + 02 (A.318)

c1do — dic
)\3%12 12+02

(1 £ da) " (A.319)
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And the relation between a and b results in (when assuming noise small and
also o)

bdy 2
=—rb—= A.320
0= o (A.320)
and the eigenvector will be
2
s+ %s" (A.321)
and their orthogonal
E + 0-72—Es”s
S — s—<722E//S” (A322)
Es”s + T—QL

with eigenvalues

4

3
M~ By + 0By + %E s (A.323)

v

4 E,E, — E?,
7 ST T Ds 62 (A.324)

A3
2 ES -+ 0-72-ES”S -+ 3—2—%ES// v

Q

The remaining eigenvectors ¢;., which must be orthonormal to s, s’ and
s’ as well as mutually orthonormal, are determined by

R, ¢ = 05¢% (A.325)

Now we see how even in the case of a larger delay both the second and
the third eigenvalue are proportional to the variance of the delay so by
minimizng the sum of the two eigenvalues we still minimize the delay.

Solution A.6
Formulation: Obtain the first and second and third basis function of the KL
expansion for a ECG beat model as

X; = 0;8; + a;u + vy (A.326)

where the dependency of s with the beat order ¢ comes from the misalign-
ment 7; in the segmentation and sampling of the analog signal s(t), and u;
represents a component which dominant shape u (In PCA terms) is orthog-
onal to s; component accounting for the variability in shape from recurrence
to recurrence.

si(n) = s(t — Ti)\t:nTS . (A.327)

Where 7; is zero-mean and gaussian distributed. It is going to be obtain that
the second and third eigenvector are proportional to a linear combiantion of
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s’ () and u, and the first eigenvector is the signal s. Assume that 7; is small
(to a first order approximation) compared with the signal derivative s'(n).

Solution
First, since 7; is suppose to be small, we can approximate the signal as

zi(n) = Bisi(n) + ayu(n) + vi(n) (A.328)
~ s - B0 o) + ) (A.329)

t=nTs
= fis(n) — Bimis'(n) + ayu(n) + vi(n) (A.330)

which in vector notation is
x; = fis — Bimis’ + aiu+v; (A.331)

Now we can recall that a energy signal s(t) and its derivative s'(t) are
orthogonal, and so is s(t) and w(t). This results directly extrapolates to the
discrete time domain and we have that s”s’ = 0 and s”u = 0.

Computing the autocorrelation function of x, assuming white noise and
uncorrelated with the signal and its derivatives, using the fact that E[r;] =
0, and denoting F [71-2] =02, B, = s's, By = §'Ts/, B, = E[u’u] and
Ey, = E[s'""u] we have

R, = E[#ss” + E[#o%s's'" + E[o?Juu’ + 021 (A.332)

The eigenvalues and eigenvectors of R, are found by solving the equa-
tions

(E[BE]SST + E[02's'T + Ejo?]uu’ + 031) o = \epr.  (A.333)
The signal s is proportional to one of the eigenvectors because
R.s = (B[G}]E; + 0)s, (A.334)

and the corresponding eigenvalue is equal to \; = E[3%]Es + o2.
Since s’ and u are not orthogonal the eigenvectors attached to the space
this two signal expand should be a linear combination of then ¢, = as’ 4 bu

R.(as' + bu) = aE|[?|02Eys’ 4+ bE([B|02Eyys’ + aE[a?]|Eg,u+ bE,E[a?] + 02(as’ + bu)
= \g(as’ + bu) (A.335)

By denoting



Solutions. Appendiz A 119

]
dy = E[ﬁ?]ozEs’u
Cy = E[O&?]Eslu
dy = E,E[a?]
we have to solve the equation system
(A —02)a = acy + bd; (A.336)
(A= 02)b = acy + bdy (A.337)
Which results in b
4=——t (A.338)

A=02)—1

and introducing this into A.337 we have to solve a quadratic equation in A

()\ — 012))2 — ()\ — 012))(61 + dg) + c1dy — dicog =0 (A.339)

which results in

(Cl + dg) + \/(Cl + d2)2 — 4(Cld2 — dlcQ) 4 0_2
2 v

assuming that factors 4(cidy—dic) << (c1+dz)? The eigenvector results

A=

(A.340)

Ao~ (c1 +da) + o2 (A.341)
Cldg — dlcg 2
ST e t+dy) ( )

And the relation between a and b results in (when assuming noise small and
also o)

. bdl -~ E[,B,?]O’?_Eslu

=— = A.343
“T Ela2)E, (4.343)
and the eigenvector will be
E.E[a?]
s'+ ——"u A.344
0'72_E31u ( )
and their orthogonal
r By E[37]07 Eyy + EuE[o]] (A.345)

B}, E|Bf)o? + EGElof]

with eigenvalues



120 Solutions Manual

X\ =~ E[#?|02Ey + E,Ela?] + o2 (A.346)

v

B0t Blod)(BaEy — B | o BaBu=Bo) | o (4 34

+o, =
E[ﬂ?]J%ES/ + EUE[azQ] ! %;/2—] FBE‘?E !

)\3%

The remaining eigenvectors ¢, which must be orthonormal to s, s’ and
u as well as mutually orthonormal, are determined by

R.¢), = 0P (A.348)

Now we see how even if the signal to be aligned have some shape vari-
ability both the second and the third eigenvalue are increasing functions of
the variance of the delay so by minimizing the sum of the two eigenvalues
we still minimize the delay.

Solution A.7
Formulation: Revisiting the model

X; =S; +V; (A.349)
where
si(n) = s(t — 7i)lj—pr, - (A.350)

and 7; is zero-mean and gaussian distributed. Show that the first and second
eigenvectors of the inter-signal correlation matrix RS = E[x(n)x(n)?] with

x(n) = [z1(n), z2(n), ..., xpr(n)]" (A.351)

are respectively 1 and 6
Solution

Applying the Taylor series approximation which makes z;(n) = s(n) —
7;8'(n) 4+ vi(n) we obtain

x(n) = s(n)1 —s'(n)0 + v(n) (A.352)
where 1 is the all-ones vector, v(n) is defined analogously to x(n) and
0 = [01,09,...,00]7 (A.353)
The correlation matrix is now
RS — Elx(n)x(n)7] = %1? 4 %eeT 0’ (A.354)

which largest eigenvalue equals \; = E, + 02 with eigenvector 1, and the
second largest eigenvalue is Ay = Ey 02402 with eigenvector 8 and assuming
7; is zero-mean. The rest are any orthogonal combination to those with

eigenvalue \ = o2
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Solution A.8

Formulation: As made in A.6 to account for shape and variability, find the
first, second and third basis function of the KL expansion of the inter signal
correlation for a ECG beat model as

X; =8; + U+ Vv; (A355)

where u represents a component which dominant shape u (In PCA terms)
is orthogonal to s; component accounting for the variability in shape from
recurrence to recurrence.

Solution Now x(n) can be express as
x(n) = s(n)1 — &' (n)0 + u(n)a + v(n) (A.356)

The correlation matrix is now

R? = E[x(n)x(n)T] = %nT + %BOT + %aaT +021  (A.357)
If we assume that the delay 7; has nothing to do with the shape variability
a; which is vary plausible, and also that a is zero-mean (if where not, the
dc level coudl be included in s(n)), we can consider o and € orthogonal.
This will be more accurate the larger the number of recurrences M are.
Under this approximations the largest eigenvalue equals again A\; = E;+
o2 with eigenvector 1, the second largest eigenvalue is Ay = Ey 02 + 02 with
eigenvector 8 and assuming 7; is zero-mean. The thrisd is A3 = Euai + ag
with eigenvector o and again the rest are any orthogonal combination to
those with eigenvalue A\ = 2. So the third eigenvector is a estimate of the
dominant shape variability and the second eigenvalue remains being a good
first estimate of the delay.

Solution A.9

Formulation: Now to additionally account for shape and amplitude variabil-
ity, find the first, second and third basis function of the KL expansion of
the inter signal correlation for a ECG beat model as

X; = 0;8; + a;u+ vy (A.358)
and propose a time delay estimate.

Solution Now x(n) can be express as

x(n) = s(n)B — s'(n)0g + u(n)a + v(n) (A.359)
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where
0 = (01,0, ...,00)" (A.360)
B = [B1, B2, .., Bu]" (A.361)
and
03 = (101, 5202, ..., BarOn]” (A.362)

The correlation matrix is now

R? = E[x(n)x(n)T] = %,@BT + %0505 + %aaT +021  (A.363)

considering a and @ and 3 orthogonal (Note that 8 is non zero-mean).
This will be more accurate the larger the number of recurrences M are.

Under this approximations the largest eigenvalue equals again A\ =
E[B?|Es + 02 with eigenvector B, the second largest eigenvalue is Ao =
Eqy02E[(?] + 02 with eigenvector 8. The third is A3 = E,02 + 02 with
eigenvector o and again the rest are any orthogonal combination to those
with eigenvalue A = 2. So the third eigenvector remains a estimate of the
dominant shape variability we can propose a delay estimate which is the
elementwise ratio between the second and the first eigenvalues.

0= 95.— (A.364)

Solution A.10

Formulation: From inspection of figure 7.37 a) one can also hypothesize that
the derivative of a eigenvector ;. is somehow related to other eigenvectors
with much lower eigenvalue.

Assuming a model for the ECG signal ensemble as the one in 7.96 in the
book, where each realization have different phase ¢; and eventually different
occurrence time of the envelope 7;, we can model the ensemble as the product
of a low-pass envelop multiplied by a cosine function

ri(n) = b(t — 7i)|—pp, cOS(Wmn + ¢;) +vi(n), n=0,.,N—1 (A.365)

Obtain the eigenvectors and eigenvalues for a ensemble that can be rep-
resented by this model.

Explain with this result the shape of the first four eigenvalues in figure
7.37 a).

Solution
By developing the cosine according to the trigonometric functions

cos(wmn + ¢;) = cos(p;) cos(wmn) — sin(¢;) sin(wmn), (A.366)
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approximating the envelope , for small 7; by

b(t = 7i)l =z, = by, — 7 V' ()], (A.367)
and denoting,
s1 = [b(0) cos(wm0), ..., b(N — 1) cos(wm (N — 1))]T (A.368)
so = [b(0) sin(w,0), ..., b(N — 1) sin(wy, (N —1))]7 (A.369)
d; = [V/(0) cos(wm0), ..., b' (N — 1) cos(wm (N — 1))]T (A.370)
dy = [V/(0) sin(w,0), ..., b(N — 1) sin(w, (N —1))]T (A.371)

we can write
x; = 81 cos(@;) — sgsin(¢;) — 7 cos(d;)d1 + 7 sin(¢p;)da + v;. (A.372)

and the R, denoting E[cos?(¢;)] = a2, E[sin?(¢;)] = (1 — a?) and E[r?] =
02, becomes

R, = a?s1s7 + (1 — a?)ses? + 02a’dydT + 02(1 — a?)dod? 4 021, (A.373)

where we have made use of the fact that s; is orthogonal to so , SITSQ =0
because one is the Hilbert transform of the other, E[r;] = 0, and d; is
orthogonal to dz, d1 dy = 0, again because one is the Hilbert transform of
the other.

Now, since in addition s 2, and d; 2 are mutually orthogonal (prove of
this by the Parseval theorem in each case) , it is very easy to see, as was
done in previous exercise, that the eigenvalues and eigenvectors are

eigenvalue eigenvector
p = J%Sl A1 = aQES + O'g
Py = ﬁsz Az = (1 . C;Q)Es +20'12;
Pz = Edl A3 =o0za°E; + o}
Py = \/—E—ddg A =02(1—a®)Ey+ o2
¢, k=5,...,N \p = 02

where Fs = slTsl = SQTSQ and B, = ledl = dng

We see that the first eigenvalue is the one which have a dominant a? =
E[cos?(¢;)]. In case it is true that the ¢; variable is uniformely distributed
in [0, 7] the two first eigenvalues are equal, and the two next ones also are.
In figure 7.37 a) we see that \; is about twice the value of A2 meaning that
the modulating cosine in the model we assume, is not evenly distributed,
but rather concentrated into some phase range that makes, neglecting the
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noise variance o2, a?/(1—a?) = 0.465/0.247 = 1.883 which implies a? = 0.65
rather than 0.5 which would had imply even phase distribution.

Also note that the third and fourth eigenvalues have about the same
ratio among them, as the first and second, as predicted in this model. The
ratio between the third and the first is 0.465/0.080 = 5.81 which implies
a 02Ey/Es = 1/5.81 and for equal energy at the signal and its derivative
(Es = Eg), o7 = 0.41 sampling periods which represent a small jitter of the
envelope of the beat with respecto to the segmentation mark. Probably the
energy of the envelope derivative is lower than that of the envelope itself as
a consecuence of being low-pass, so the real jitter will be bigger that the 0.4
samples we obtain.

Note that the third and four eigenvectors are the derivative of the enve-
lope of the first and second, respectively, and this with the same modulation.
This roughly can be appreciated in figure 7.37 a) making a confirmation that
the model we propose is adequate to represent the ensemble of beats (mostly
at the QRS area).



