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Abstract

Cardiovascular diseases are the principal cause of death worldwide, especially in the
US and Europe. Some of these diseases manifest as arrhythmic events, i.e., alterations
of the normal sinus rhythm of the heart.

Arrhythmia treatment varies depending on the type of arrhythmia and patient
characteristics. Anti-arrhythmic drug therapy is often the first choice for arrhythmia
management, although catheter ablation is becoming a first line therapy specially in
those cases when the disease is on its first states, anti-arrhythmic drug therapy is
ineffective or the arrhythmia focus is identifiable. Catheter ablation is a minimally
invasive clinical procedure that deploys small catheters in the cardiac chambers. Those
catheters are equipped with electrodes that sense the local electrical activity of the
heart, known as electrograms (EGM), during arrhythmia or sinus rhythm. Based on
the characteristics of this electrical activity, radio frequency energy is delivered at
those sites responsible of the clinical arrhythmia.

The aim of this thesis is to investigate signal processing techniques of invasive
EGM signals in order to provide useful tools for helping in the decision process during
ablation procedures and electrophysiological studies.

In chapter 2, an automatic EGM delineator based on the wavelet transform of the
bipolar electrogram (b-EGM) signal envelope is introduced and validated. It is moti-
vated by the need of an operator-independent algorithm to measure local activation
times (LATs) and to build ventricular activation maps in electroanatomical mapping
(EAM) systems. The accuracy of the method is first validated against manual anno-
tations performed by two experts, showing errors in the same order as the annotations
performed manually during the interventions in the electrophysiology lab. A second
study assesses the ability of the method to generate activation maps in order to identify
the area of interest for ablation and to determine the site of origin (SOO) in patients
with idiopathic outflow tract ventricular arrhythmias (OTVAs). Automatic activation
maps were compared with manual maps created during the procedure, showing similar
accuracy in identifying the earliest activation area for ablation purposes and a slightly
superior performance in the SOO identification of idiopathic OTVAs. Therefore, these
results suggest that the proposed automatic b-EGM delineator may potentially help to
reduce mapping acquisition time, especially when multi-electrode catheters are used,
to reduce operator variability and to increase ablation outcomes.

In chapter 3, a novel spatiotemporal approach to resolve high-density cardiac ac-
tivation during atrial fibrillation (AF) using multi-electrode array (MEA) sensors is
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introduced and evaluated. Classic activation detection approaches from unipolar elec-
trogram (u-EGM) signals simplifies the signal information to just a time-occurrence
signal, rejecting the remaining spatiotemporal information embedded in the shape of
u-EGMs. The method was evaluated against audited annotations from an expert elec-
trophysiologist of recordings using a MEA sensor from a single patient ongoing open
chest surgery during sinus rhythm and AF. The method provides smooth and accurate
activation maps compared with the expert annotations and also provides “loci maps”
that allow to visualize information regarding the number of concomitant wavefronts
underpassing the MEA sensor and substrate properties. These results open the pos-
sibility of robust analysis of high-density activations maps and the development of
minimally invasive high-density mapping.

In chapter 4, a predictability framework for analysis of AF activity, based on the
concept of the Granger causality (GC), is introduced and evaluated. It is motivated
by the fact that some EGM-based quantitative approaches for AF analysis rely on
activation detection outcomes and/or do not take into consideration the spatiotem-
poral relation existing between close electrodes. The framework is evaluated in seven
different simulation scenarios, which cover a wide range of propagation patterns, and
in mapping data from patients showing different spatiotemporal patterns of AF. The
proposed GC-based indices are able to differentiate the stability of the activation and
can be combined for obtaining activity maps showing, in a single graph, the prop-
agation of the activation and the stability of the cardiac substrate. Therefore, the
proposed GC-based predictability framework is able to characterize and identify ar-
eas of AF instability and to track propagation, thus being able to guide the ablation
procedure; it does not require activation detection or post-processing algorithms and
it is applicable to any multi-electrode catheter.

In conclusion, a set of tools based on signal processing of intracardiac EGM signals
for mapping and characterising cardiac arrhythmias has been proposed and validated
in this thesis. Each contribution is oriented within a spatiotemporal approach, pro-
viding solutions that take into consideration both the specific problem as well as the
complexity of cardiac arrhythmias.

Keywords: Atrial fibrillation, cardiac arrhythmias, catheter ablation, electrophysiol-
ogy, intracardiac electrograms, signal processing, ventricular tachycardia.



Resumen y Conclusiones

Las enfermedades cardiovasculares representan la principal causa de muerte a nivel
mundial, especialmente en los Estados Unidos y Europa. Algunas de estas enfer-
medades se manifiestan como eventos arrítmicos, es decir, como alteraciones del ritmo
sinusal normal del corazón.

El tratamiento de las arritmias cardíacas depende del paciente y del tipo de arritmia
que éste padezca. Los fármacos antiarrítmicos son el principal tratamiento de dichas
arritmias, sin embargo, la ablación por catéter se postula como la principal terapia de
elección sobre todo cuando la enfermedad se encuentra en sus primeros estadios, los
fármacos antiarrítmicos no son efectivos o se puede identificar el foco de la arritmia.
La ablación por catéter es una técnica quirúrgica mínimamente invasiva que introduce
pequeños catéteres en las cavidades cardíacas. Estos catéteres disponen de electrodos
que permiten medir la actividad eléctrica local del corazón, conocida como señal elec-
trograma (EGM), tanto en ritmo sinusal como durante la arritmia. Basándose en las
características de dicha actividad eléctrica, se aplica energía de radiofrecuencia para
lesionar o ablacionar los lugares responsables de la arritmia clínica.

Esta tesis doctoral tiene como objetivo investigar técnicas de procesado de señales
invasivas EGM para proveer de herramientas útiles que ayuden a los procesos de de-
cisión durante los procedimientos de ablación por catéter o estudios electrofisiológicos.

En el capítulo 2, se introduce y evalúa un delineador automático de señales EGM
basado en la transformada wavelet de la envolvente compleja de la señal electrograma
bipolar (b-EGM). Este algoritmo viene motivado por la necesidad de un sistema para
medir los tiempos de activación locales (LATs) para la reconstrucción de los mapas de
activación ventriculares usando sistemas de mapeo electroanatómico (EAM) de forma
independiente del observador u operador del sistema. En un primer estudio, se evalúa
la precisión del método usando como referencia anotaciones manuales de los LATs rea-
lizadas por dos expertos, mostrando un error de magnitud similar al obtenido por las
anotaciones manuales de los LATs realizadas durante la intervención en el laboratorio
de electrofisiología. En un segundo estudio, se evalúa la capacidad del método para
generar mapas de activación automáticos que permitan identificar el área de interés
para realizar la ablación y determinar el lugar de origen (SOO) de la arritmia. Con
este objetivo se han utilizado datos de pacientes con arritmias ventriculares idiopáticas
del tracto de salida de los cuales se ha comparado los mapas de activación generados
automáticamente con mapas de activación obtenidos manualmente durante la interven-
ción, obteniendo una precisión similar entre ambos conjuntos de mapas de activación
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en la identificación del área de activación precoz para la ablación y un rendimiento lige-
ramente superior en la identificación del SOO de las arritmias ventriculares idiopáticas
del tracto de salida de los mapas de activación generados automáticamente. Por lo
tanto, estos resultados sugieren que el delineador automático de b-EGMs propuesto
puede contribuir a reducir el tiempo de adquisición de los mapas electroanatómicos,
especialmente en combinación con catéteres multi-electrodo; reduciendo asimismo la
variabilidad en la identificación de los LATs por parte de diferentes operadores, y
mejorando los resultados de la ablación.

En el capítulo 3, se introduce y evalúa una estrategia espaciotemporal para la
obtención de mapas de activación de alta densidad durante fibrilación auricular (AF)
usando sensores de agrupaciones multi-electrodo (MEA). Esta estrategia de detección
espaciotemporal se motiva en que las estrategias clásicas para la detección de las
activaciones en la señal electrograma unipolar (u-EGM) simplifican la informaciń de
la señal a solo una señal de tiempos de ocurrencia, eliminando en este proceso la
información espaciotemporal restante que está contenida en la forma de la señal u-
EGM. El método propuesto se evalúa frente a anotaciones auditadas por un experto
electrofisiólogo en registros usando sensores MEA, durante ritmo sinusal y AF, de
un paciente al que se le ha practicado cirugía abierta de tórax. El método obtiene
mapas de activación suavizados y precisos comparados con las anotaciones del experto
electrofisiólogo y también obtiene “mapas de lugares focales” que permiten visualizar
información adicional a los mapas de activación relativa al número de frentes de onda
simultáneos que atraviesan el sensor MEA y a las propiedades del sustrato cardíaco
observado. Estos resultados abren la posibilidad de estudiar mapas de activación de
alta densidad de forma robusta y el desarrollo de catéteres de mapeo intracavitario de
alta densidad mínimamente invasivos.

En el capítulo 4, se introduce y evalúa un marco de trabajo para el análisis de la
predictibilidad de la AF basado en el concepto de la causalidad de Granger (GC). Este
marco de trabajo se motiva en el hecho de que algunas estrategias cuantitativas para el
análisis de la AF basadas en el procesado de la señal EGM dependen del rendimiento y
resultados de un detector de activaciones y/o no tienen en consideración las relaciones
espaciotemporales existentes en la actividad eléctrica medida por electrodos cercanos
del catéter de mapeo. El marco de trabajo propuesto se evalúa en siete escenarios
de simulación cardíaca que cubren un gran abanico de patrones de propagación, y
también en datos de mapeo obtenidos de pacientes que muestran diferentes patrones
espaciotemporales de AF. Los índices propuestos basados en la GC son capaces de
diferenciar la estabilidad de la activación y se pueden combinar para obtener mapas de
actividad que muestran, en una sola imagen, la propagación de la activación a través
del catéter y la estabilidad del sustrato medido. Por lo tanto, el marco de trabajo
propuesto basado en la GC es capaz de caracterizar e identificar áreas de inestabilidad
de la AF y seguir la propagación de dicha actividad, de forma que puede servir para
guiar el proceso de ablación; además, no requiere de la detección de activaciones o
de algoritmos de post-procesado y se puede aplicar para analizar cualquier catéter de
mapeo multi-electrodo.

En conclusión, en esta tesis doctoral se proponen y validan un conjunto de her-
ramientas basadas en el procesado de señales intracardiacas EGM con el objetivo de
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mapear y caracterizar las arritmias cardíacas para ayudar en la toma de decisiones
durante procedimientos de ablación con catéter o estudios electrofisiológicos. Cada
una de las contribuciones expuestas en esta tesis propone una solución desde un punto
de vista espaciotemporal de forma que se toman en consideración tanto el problema
específico a tratar así como la complejidad de las arritmias cardíacas.

Palabras clave: Ablación por catéter, arritmias cardíacas, electrofisología, electro-
grama, fibrilación auricular, taquicardia ventricular, procesado de señales.
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1.1 Motivation

The most common cause of death at global level is cardiovascular disease (CVD) [1].
Particularly, 2016 mortality rate data attributable to CVD ranges from 30.8 % in the
US to 45 % in Europe [2, 3]. This supposes an extremely important public health
problem with big impact in financial costs, which are predicted to continuously grow
over next decades [2].

1.2 The Cardiovascular System

The main function of the cardiovascular system is to serve the needs of the entire body,
either by transporting nutrients or waste products. It is composed of two main circuits

1
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Figure 1.1: The cardiovascular system: a) general organization of the circulatory system and b)
anatomy of the heart and blood flow. Reproduced, adapted and modified from [4].

depicted in Fig. 1.1(a): The systemic and the pulmonary circuits. The systemic (or
peripheral) circuit serves oxygen-rich blood to the entire body and carries out carbon
dioxide-rich blood. The pulmonary circuit takes this carbon dioxide-rich blood and
transforms it into oxygen-rich blood within the lungs. The heart is the organ that
maintains these two circuits flowing [4].

1.2.1 Anatomy of the Heart

The heart is a muscular organ of the size of a large fist formed by specialized muscu-
lar cells called myocytes, which are responsible of both electrical impulse conduction
and mechanical contraction [5]. The heart is anatomically divided into two “mirrored”
pumps, left and right, which support different circulatory systems as shown in Fig.
1.1(a). The right pump takes carbon-dioxide-rich blood from the vein system and
pumps it to the respiratory circuit in order to oxygenise the blood in the lungs. Oxy-
genised blood from the lungs flows to the left side of the heart and then is pumped
through the systemic circuit to the peripheral organs [4].

The septum separates these two pumps which are additionally divided into two
main cavities. One is the atrium, which collects blood from the systemic (right atrium
(RA)) or the pulmonary (left atrium (LA)) circulatory system circuit; the other cavity
is the ventricle, which collects blood from the atrium and pumps it out of the heart
(see Fig. 1.1(b)). Systole is the state when the heart contracts and diastole when the
heart relaxes.
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Table 1.1: Intracellular and extracellular ion concentration in cardiac myocytes and its resting po-
tentials.

Extracellular concentration Intracellular concentration Nerst potential
Ion (mM) (mM) (mV)

Na` 135 - 145 10 `70
K` 3.5 - 5.0 155 ´94
Ca2` 2 10´4 `132

1.2.2 Electrical Activity of the Heart

Cardiac myocytes have an hydrophobic lipid bilayer that isolate them from all water-
soluble substances such as ions. This membrane has transmembrane proteins that
allow ions to move across the membrane (called ion channels). The major charge
carrier ions present at intra and extracellular media are: sodium (Na`), potassium
(K`), calcium (Ca2`) and chloride (Cl´) [4, 6].

The Ion movement is driven by two forces: the electrical gradient and the chemical
gradient. The chemical gradient force ion movement towards a medium with lesser
concentration and the electrical gradient forces ion movement towards a medium with
opposite electrical charge [6]. The interplay of these electrochemical gradients ends
when the net transmembrane flux of charge (current) is compensated, known as resting
potential or Nerst potential, which in case of cardiac myocytes is around ´90 mV [4–6].
Table 1.1 summarizes the equilibrium ion concentration and each ion’s Nerst potential
[6].

The Cardiac Action Potential

The action potential (AP) is the electrical result of ion electrochemical interactions be-
tween the inner and outer media of special cells, as the myocytes, having the property
of excitability [7]. Therefore, the AP represents the time variations of the transmem-
brane potential mediated by the ion flux across the ion channel opening and closing
dynamics that yield in mechanical contraction of the myocyte. Depolarization is when
the transmembrane potential rises over the resting potential and repolarization is when
it comes back to the resting potential [4,6]. The cardiac AP has five phases illustrated
in Fig. 1.2:

• Phase 4 - Resting: The transmembrane potential remains constant during the
diastolic period. During rest, the membrane is permeable to K` and relatively
impermeable to other ions. When the transmembrane potential increases over
the threshold potential (approximately ´65 mV) the cell starts to depolarize [6].

• Phase 0 - Rapid depolarization: Inflow of Na` and Ca2` ions quickly raises the
transmembrane potential over the threshold, starting the AP [5]. Rapid Na`
currents are the main responsive of Phase 0 onset and mediates Ca2` inwards
currents [5, 6].
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Figure 1.2: Illustration of the phases of the AP on a His-Purkinje cell AP including the refractory
periods. Dashed line indicates the threshold potential. Reproduced, adapted and modified from [6].

• Phase 1 - Early repolarization: The Na` currents rapidly inactivate, hence yield-
ing to a early repolarization phase with the transmembrane potential falling to
approximately 0 mV [5, 6]. This phase is mainly mediated by K` outward cur-
rents and the Na`-Ca2` exchanger [6].

• Phase 2 - Plateau: The plateau phase is unique among excitable cells and rep-
resents a balance between Ca2` inward currents, Na` currents and repolarizing
outward K` currents [6].

• Phase 3 - Final rapid repolarization: Resting potential is restored due to domi-
nant outward K` currents and deactivation of inward Ca2` currents [6].

Once the AP has been started during a cardiac circle, myocytes become unexcitable
to stimulation during a certain amount of time, known as refractory period [5,6]. This
time period is physiologically necessary for allowing a correct recovery of the cardiac
cells and preventing multiple and compounded APs [6]. Cardiac myocytes present two
levels of refractoriness whose time intervals are depicted in Fig. 1.2. The absolute
refractory period extents 250-300 ms from the AP onset and no stimulus can excite
the cell regardless of its strength. The relative refractory period lasts round 50 ms and
only larger-than normal stimuli can propagate an AP [4–6].

Electrocardiography of the Normal Beating Heart

The heart has a specialized electrical conduction system that delivers the contraction
electrical impulse to all cardiac myocytes in order to get a synchronized and rhythmic
contraction of the heart, known as sinus rhythm (SR) (see Fig. 1.3(a)´(b)) [4].

The electrocardiogram (ECG) is the representation of the electrical cardiac activity
during a heartbeat recorded by different electrodes located on the torso. The specific
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location of these electrode is known as lead. The ECG shows a set of waveforms that
represent the different phases of the cardiac cycle (see Fig. 1.3(c)) [7].

During normal SR, the electrical impulse starts in the sinoatrial node (SAN), a
cluster of specialized muscular cells located in the superior posterolateral wall of the
RA immediately below and slightly lateral to the opening of the superior vena cava [4].
The impulse is directed through internodal pathways to the atrioventricular node
(AVN) whereas depolarizing the atrium. The P wave (see Fig. 1.3(c)) in the electrical
representation of the atrial depolarization (systole) in the surface ECG.

The AVN holds the impulse to allow the atrium mechanical contraction and ven-
tricle blood filling; represented as the electrically silent period after P wave shown
in Fig. 1.3(c). Then, the impulse rapidly spreads through the His bundle (HB) (di-
vided on the left bundle branch (LBB) and right bundle branch (LBB) which serve
each ventricle, respectively) and the His-Purkinje system (HPS) reaching each part of
the ventricles, causing its depolarization (systole). Ventricular depolarization is rep-
resented in the surface ECG by the Q, R and S waves known as QRS complex (see
Fig. 1.3(c)). During ventricle depolarization, the atrium repolarizes in order to reach
a relaxation state (diastole).

Finally, ventricles repolarize in order to reach the relaxation state (diastole) and
prepare for a new beat, represented in the surface ECG as the T wave (see Fig. 1.3(c)).
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The ECG is an interesting tool for diagnosis of CVDs which reflect as disorders
in the heart’s electrical activity. The 12-lead ECG system is the most widely-used
electrode configuration used in clinical practice [7]. It is composed by 3 bipolar limb
leads, 3 augmented unipolar limb leads and 6 precordial unipolar leads, whose electrode
locations are illustrated in Fig. 1.4.

The bipolar limb leads were introduced by the Dutch physiologist Willem Einthoven
in the early 20th century [7]. Therefore, this three-lead configuration is known as the
“Einthoven’s Triangle”. These leads are denoted as I, II and III ; and are obtained as:

I “ VLA ´ VRA, (1.1)
II “ VLL ´ VRA, (1.2)
III “ VLL ´ VLA, (1.3)

where VRA, VLA and VLL are the voltage variations sensed by the electrodes located at
the right arm, left arm and left leg, respectively and illustrated in Fig. 1.4(a). These
leads show the frontal plane of the heart activity in 60˝ orientation gaps. Therefore,
for spatial completion of the existing 30˝ gap between these leads, the augmented
unipolar limb leads (denoted aVL, aVR and aVF ) were introduced [7]:

aV R “ VRA ´
VLA ` VLL

2
, (1.4)

aV L “ VLA ´
VRA ` VLL

2
, (1.5)

aV F “ VLL ´
VLA ` VRA

2
, (1.6)

where each augmented lead can be seen as the voltage difference between each vertex
of the triangle and the average voltage of the remaining two vertices.

Finally, the precordial leads, labelled from V1 to V6, are positioned in succession
on the front and left sides of the chest, as illustrated in Fig. 1.4(b). The precordial
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leads are unipolar, and are referred to as the Wilson central terminal obtained as the
average voltage measured at the right and left arms and at the left leg:

VWCT “
VLA ` VRA ` VLL

3
. (1.7)

The precordial leads provide a more detailed view of the heart: V1 and V2 mainly
reflect the activity of the right ventricle (RV), V3 and V4 show the activity of the
anterior wall of the left ventricle (LV) and V5 and V6 the lateral wall of the LV [7].

Arrhythmias

Arrhythmias are alterations of the normal SR of the heart either by increasing (ą
100 beats/min) or decreasing (ă 60 beats/min) the normal rate. Each arrhythmia
courses with different symptoms and its management and treatment depends on its
mechanism and type.

1.3 Electrophysiological Mechanisms of Arrhythmias

The electrophysiological mechanisms involved on the initiation and perpetuation of
cardiac arrhythmias can be divided into: 1) cardiac impulse formation disorders (au-
tomaticity and trigger activity) and 2) cardiac impulse propagation disorders (reen-
try) [5, 6, 9–11]. However, a specific arrhythmia can occur as a combination of both
mechanisms.

1.3.1 Cardiac Impulse Formation Disorders

Automaticity

Automaticity is defined as the ability of a cardiac cell to spontaneous depolarize, reach
the threshold potential and trigger an AP in the absence of any external stimulus [6].

Automaticity can be referred as normal when arising from natural pacemaker cells
in the SAN or other subsidiary and latent structures as some atrial parts, the AVN and
the HPS [6,12]. SAN cells have shorter AP period than the subsidiary pacemaker cells,
thus in normal condition, it depresses the automaticity of the subsidiary pacemaker
cells. Therefore, those structures remain as a fail-safe mechanism ensuring the main-
tenance of ventricular activation [6, 13]. However, any change in normal automaticity
(see Fig. 1.5(c)), either by suppression of SAN activity and/or enhanced automaticity
of the subsidiary structures, can be responsible of arrhythmia development [5, 6].

On the other hand, abnormal automaticity develops when major abnormalities in
the cell transmembrane potential are present, particularly in the steady-state depolar-
ization of the membrane potentials (see Fig. 1.5(a)´(b)). This can happen anywhere
in the heart and it is not limited to the normal pacemaker structures [6]. Working
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atrial or ventricular cells do not have spontaneous depolarization due to their low
resting potential (´120 to ´170 mV), even when they are not excited during a long
period. However, several factors such as IK activation or deactivation, sarcoplasmic
Ca2` release, catecholamines, ischemia and infarction can increase this resting po-
tential allowing these cells to spontaneously depolarize [5, 6]. Therefore, abnormal
automaticity can contribute to a shift of the pacemaker from the SAN to another
place of the heart promoting an arrhythmic event.

Trigger Activity

Trigger activity stands for the impulse initiation in cardiac cells that occurs consequent
to one or more preceding APs due to depolarizing oscillation in the membrane voltage,
which are known as afterdepolarizations [6, 14].

Afterdepolarizations occurring early during the repolarization phase of the AP are
known as early afterdepolarizations (EADs) while those occurring late after comple-
tion of the repolarization phase are known as delayed afterdepolarizations (DADs).
When an afterdepolarization reaches the threshold potential for activation of an in-
ward current, a new AP is generated, hence referred to as triggered AP.

Membrane voltage oscillations within the diastolic period define a DAD, which
distinguishes from spontaneous normal pacemaker by its transient nature (see Fig.
1.5(d.3)) [6]. A triggered AP happens when a DAD reaches the voltage threshold,
moreover, this triggered AP can be followed again by other DAD which may or not
reach the threshold and promote a new AP, therefore DADs are usually shown in
short or long trains [6]. DADs amplitude and rate depend proportionally to cycle
length, helping to sustain the arrhythmic event [5, 6]. Commonly, DADs occur under
conditions in which increases intracellular Ca2` concentration [5, 6, 11,15].
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On the other hand, EADs are membrane potential oscillations occurring during
the AP, hence interrupting the normal repolarization process of the myocyte, chang-
ing the time course of the repolarization such that the membrane potential rises in
depolarization direction, as illustrated in Fig. 1.5(d.1´2) [6]. EADs have been clas-
sified as phase 2 or 3 EADs (see Fig. 1.5(d.1´2)). However, their ionic mechanisms
differ [5, 6, 11]. The plateau phase of the AP is a high resistance (low conductance)
phase of the membrane. Consequently, small changes in ion currents can promote
EADs [5,6]. Phase 2 EADs seem to be related with ICa-L current while phase 3 EADs
may be due to low IK1 current [5]. Prolongation of the AP is a fundamental condition
underlying the development of EADs, whose amplitude increase at slow rates [5, 6].

1.3.2 Cardiac Impulse Propagation Disorders: Reentry

During normal excitation of the heart, the propagating impulse extinguishes due to the
long tissue refractoriness period compared to the excitation impulse duration. Reentry
occurs when this propagating impulse fails to extinguish and persists on activating the
heart by finding excitable tissue [6,16]. Therefore, reentrant tachycardias are repetitive
propagations of the activation wave in circular paths returning to its origin in order
to reactivate that site [5, 6].

Reentry can be sustained under the following requirements [5, 6]:

• Substrate: Presence of a heterogeneous cardiac tissue with different electrophys-
iological characteristics, conduction and refractoriness that forms a circuit.

• Area of block: An area of unexcitable cardiac tissue (anatomical or functional)
around which the activation wavefront can circulate.

• Unidirectional conduction block.

• Area of slow conduction: Tissue with slow conduction that assures enough time
to the circulating wavefront to reach an excitable area proximal to the unidirec-
tional block.

• Critical tissue mass: Tissue which sustains the reentrant circuit.

• Initiating trigger: Changes in heart rate, autonomic tone, ischemia, electrolyte,
PH abnormalities or premature depolarization can serve as triggers that initiate
the reentrant path causing unidirectional block and slow conduction, hence the
arrhythmic event [6].

Wavefront Wavelength and Excitable Gap

The wavelength λ quantifies the distance travelled by the activation wavefront relative
to the effective refractory period, expressed as [6, 16]:

λ “ v ¨ tr, (1.8)



10 Chapter 1. Introduction

b)
Excitable gap

Fully

recovered

Partially

recovered

Wavefront
"head"

Wavefront
"tail"

a) c)

Partially
recovered

Fully
recovered

Unidirectional
block

Figure 1.6: Disorders of the cardiac impulse propagation: a) concept of excitable gap, b) anatomical
reentry showing an unidirectional block and slow conduction of the retrograde wavefront sustaining
the reentry path and c) functional reentry where dots indicated partial recovery. Reproduced, adapted
and modified from [6].

where v and tr stand for the conducting velocity and the relative refractory period of
the tissue, respectively.

The wavelength of the activation wavefront must be shorter that the length of the
potential reentrant circuit pathway for reentrant excitation to occur [6]. Therefore,
the excitable gap occurs as long as the extension of the refractory zone (“tail ”) behind
the excitation wave (“head ”) is smaller than the entire length of the reentran pathway,
as illustrated in Fig. 1.6(a) [5,6,16]. Hence, the existence of this excitable gap allows
the reentrant wavefront to continue propagate along the reentrant circuit.

A fully excitable gap is defined as the part of the reentrant circuit where the tail of
the preceding wavefront does not affect the head and the velocity of the following wave,
i.e., absence of head -tail interaction. On the other hand, the partially excitable gap is
defined as the zone where the rotating wavefront can be captured by local stimulation
in the presence of head -tail interaction (see Fig. 1.6(a)) [6, 16].

The excitable gap characteristics may be different among types of reentrant cir-
cuits [6,16]. Many anatomically related circuits have large excitable gaps with a fully
excitable area, although it can be also only partially excitable. On the other hand,
functional circuits have often small and partially excitable gaps [6, 16]. This phe-
nomenon connects with the stability of the reentrant arrhythmia. While the wavefront
wavelength is smaller than the reentrant path, the excitable gap is stable respecting to
the frequency of rotation and so the cycle length (CL) of the arrhythmia will be stable.
However, in the setting where the wavelength of the excitation exceeds the reentrant
pathway, the excitation wave encounters the non-excitable tissue and extinguish. The
intermediate situation, where the head of the wavefront meets the partially recovered
tissue, leads to unstable CLs and complex dynamics of the arrhythmia [6].

The existence and extent of excitable gaps in reentrant circuits has important
implications [16]: 1) it enables modulation of the frequency of a reentrant tachycardia
by external or local stimuli, 2) it can determine the effect of drugs in the reentrant
circuits and 3) it may be exploited in order to terminate the arrhythmia.
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Anatomical Reentry

It was first observed by Meyer in a subumbrella tissue preparation of jellyfish [17] and
confirmed later by Mines in heart muscle preparations [18]. This type of reentry is
based on an unexcitable anatomical obstacle surrounded by a substrate which allows
the wavefron to reenter, creating fixed and stable reentrant circuits [5, 6].

As illustrated in Fig. 1.6(b), the anatomical obstacle determines two pathways;
when the wavefront encounters the anatomical obstacle, it travels down one path and
gets blocked (unidirectional block) and the wavefront of the other path encounters
the unidirectional block starting the reentry [5, 18]. Hence, the anatomically-based
reentry pathway is usually longer that the wavefront wavelength, yielding in stable CL
arrhythmias [6].

Functional Reentry

It was first hypothesized by Garrey in 1914 [19]. Functional reentry is determined
by dynamic heterogeneities in the electrophysiological properties of the cardiac tissue
without the intervention of anatomical structures or conducting pathways, as illus-
trated in Fig. 1.6(c) [5, 6]. Such heterogeneities involve dispersion of excitability or
refractoriness and conduction velocity, as well as anisotropic conduction properties of
the myocardium [6].

Usually, the size of the functional reentrant circuits is small and their rhythm and
location are unstable [5]. This occurs due the different dynamics between the head
and tail of the reentrant wavefront explained by many mechanisms.

In 1977, Allessie and co-workers formulated the leading circle concept [20]. They
described a reentrant wavefront turning around a functionally region of unexcitable
tissue or refractory core and among a surrounding tissue with different electrophysio-
logical properties, as illustrated in Fig. 1.7(a). It was defined as “the smallest possible
path in which the impulse can continue to circulate” and “in which the stimulating
efficacy of the wavefront is just enough to excite the tissue ahead which is still in its
relative refractory phase” [20]. Therefore, this reentry in less susceptible to external
stimulation because does not have a fully excitable gap [5].

In 1981, El-Sherif et al. [21, 24] delineated a figure of eight in epicardial mapping
of canine infarction models. It consists on two concomitant wavefronts travelling in
opposite directions (clockwise and counterclockwise) around two functional or fixed
arcs of blocks that merge in a central pathway [5,6,11,24], as illustrated in Fig. 1.7(b).
The same pattern can be obtained by creating artificial anatomical obstacles [25] and
in functional reentry created by premature stimulation [26].

The concept of spiral waves or rotors was introduced by Weiner and Rosenblueth
in 1946 but related to anatomical reentry [11, 27]. Later, multiple studies translate
this concept to functional reentry [22]. Although spiral waves are considered similar
to the leading circle concept, they differentiate in some considerations in two- and
three-dimensions [5, 6, 11, 16]. The term spiral wave describes a rotational wave in
two-dimensions. When the rotational wave occurs in three-dimensions, it is called
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scroll wave. The term rotor is commonly used to refer to the rotating source, and
spiral wave usually refers to the shape (i.e. curvature) of the wave emerging from the
rotating wave [6]. Spiral waves are organized activation patterns around a core, which
remains unstimulated thanks to the curvature of the spiral wave (see Fig. 1.7(c)).
This curvature is the key to core formation because it limits propagation velocities
thus resulting in slow conduction and blocks [5, 6, 11]. The tip of the spiral wave can
be stationary or move along complex pathways, radiating waves into te medium [5,6].
In contrast to the leading circle concept, rotors have a fully excitable gap [5].

Reflection is a special subclass of reentry where the wavefront does not travel
around a functional block but travels back and forth in the same path (e.g. trabecula
or Purkinje fibres) containing an area of conduction block [5, 6, 11] as illustrated in
Fig. 1.7(d).

Phase 2 reentry is another special subclass of reentry which does not imply a
circus movement but can appear to be of focal origin [11]. It occurs when the phase
2 dome of the AP propagates from areas where is maintained (endocardium and mid-
myocardium) to zones where it is abolished (epicadium) causing local excitation and
generation of a closely coupled extrasystole [6, 11].

Anisotropy is a normal condition of the heart related to the differential conduction
velocity in the transversal vs. longitudinal direction of cardiac fibres [5, 6, 28, 29].
Anisotropy and structural differences between adjacent areas of myocytes can lead
to conduction velocity and repolarization heterogeneities that may yield in blocked
impulses and slowed conduction, which sets the substrate for reentry [6].

1.4 Types of Arrhythmias

1.4.1 Bradycardias

Bradycardias are defined as those arrhythmias where the normal SR is decelerated
below 60 beats/min [4]. In healthy and trained subjects it could be a non-pathological
condition [4]; however it may also be cause of SAN dysfunctions, AVN aberrant conduc-
tion and other intrinsic or extrinsic factors that may require a pacemaker implantation
to restore the normal SR [30–32].

1.4.2 Tachycardias

Tachycardias are defined as those arrhythmias where the normal SR is accelerated
above 100 beats/min [4]. Some Tachycardias are life-threatening but some others
have benign course. Tachycardias are usually classified according to the part of the
heart where they are originated.



14 Chapter 1. Introduction

Supraventricular Tachycardias

Supraventricular Tachycardias are those arising above the HB bifurcation or have
mechanisms dependent of the HB [33]. They are mainly classified into:

• Atrial tachycardia: Rapid and regular rhythm of the atria (100-200 beats/min)
with stable P-wave followed by electric silence, no AVN origin and sustained
solely by atrial structures [34, 35]. Focal-related mechanisms (automaticity and
trigger activity) or macroreentry are mainly responsible of atrial tachycardias
(ATs) which can arise from almost any part of the atria [35,36].

• Atrial Flutter: Very high rate (240-350 beats/min) atrial tachycardia with con-
tinuous oscillating atrial waves without flat isoelectric line. [34,35,37]. Its mech-
anism is macroreentry and it distinguishes from atrial tachycardia in its depen-
dence with RA anatomy and ECG characteristics [35].

• Atrial Fibrillation: Characterizes by an irregular activation of the atrium (400-
700 beats/minute) with absence of distinct repeating P waves in the surface ECG
and irregular ventricular response when AVN is reached by the impulses. [4,38].
Mechanisms related with atrial fibrillation (AF) are still under study but covers
different combinations of automaticity, trigger activity and reentry. [6, 39–46].

Ventricular Tachycardias

Arrhythmias arising from any part of the ventricles below the bifurcation of the HB
and independently of AVN conduction are known as ventricular tachycardia (VT) [6].
They are usually classified by its duration and surface ECG QRS complex morphology
as:

• Extrasystoles: They are ventricular contractions occurring after a normal beat
followed by a pause (also known as ectopy or premature ventricular contraction
(PVC) beats). Extrasystoles are related with automaticity, trigger activity and
microreentry [47–49]. They can occur independently of the present of structural
heart disease (SHD) [49,50]. When there is no underlying SHD, they are known
as idiopathic ventricular arrhythmias (VAs) and have benign clinical course and
good prognosis. However, frequent extrasystole bursts can cause tachycardia-
induced cardiomyopathies [6, 49,50].

• Non-sustained Ventricular Tachycardia: They are characterized by bursts of
ventricular complexes which self-terminates in less than 30 s [49]. They have
similar course that idiopathic VAs but are associated to mortality and sudden
cardiac death in SHD patients [50].

• Sustained Monomorphic Ventricular Tachycardia: VT lasting more than 30 s,
whose ventricular complexes morphology does not change during the course of
the tachycardia or can present different single morphology at different arrhyth-
mia episodes [6]. Reentry is the main mechanism associated to this VTs and it is
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frequently related to the presence of myocardial scars [6,51]. Ventricular flutter
is recommended to be included in this classification as monomorphic VT with
indeterminate QRS morphology [49].

• Polymorphic Ventricular Tachycardia: VT whose ventricular complexes mor-
phology change during the course of the tachycardia indicating a variable se-
quence of activation of the ventricles [6]. Torsades de pointes is an example of
polymorphic VT.

• Ventricular Fibrillation: Rapid and irregular ventricular rhythm (usually over
350 beats/min) with strong variability of QRS morphology due to a disorgani-
zation of electrical impulses [6] which results fatal if not cardioverted due to the
completely inefficient ventricular contraction [4].

1.5 Electrophysiological Study of Arrhythmias

Invasive electrophysiological testing is used in patients with suspected or documented
history of cardiac arrhythmias in order to precisely manage the diagnostic and deci-
sion process during ablation interventions. It uses multi-electrode catheters, percuta-
neously located in contact with the cardiac chambers, to record portions of the cardiac
electrical activity and perform programmed cardiac electrical stimulation [6].

1.5.1 Catheters

Invasive catheters are used for electrophysiological testing in order to record the elec-
trical activity of the heart and perform electrical stimulation (pacing). Catheters are
isolated wires which are attached to a one or more electrodes exposed to the cardiac
surface. They are made of different materials depending on the desirable proper-
ties (deflectability, curvature, stiffness, etc.) and allow different electrode configura-
tions [6].

Catheters are usually guided through the cardiac structures using fluoroscopy.
Right heart structures like RA, HB or RV are commonly accessed via femoral vein;
the coronary sinus (CS) is more easily accessed via superior vena cava access, although
femoral vein approach can be appropriate in most cases [6]. Femoral artery approach
and retrograde aortic access is used for mapping LV and mitral annulus but a transep-
tal approach can also be used [6,52]. The LA, due to its complex anatomy, is mapped
via transeptal puncture from the RA [6,52]. In some special cases, epicardium access
is done via a subxiphoid puncture [6].

Multi-electrode catheters have different shapes and electrode configuration (either
electrode number or inter-electrode distances) which allow to have special properties
for mapping individual heart structures (see Fig. 1.8(a)´(e)). Ablation catheters (see
Fig. 1.8(f)) are a special subclass which are equipped with a metal tip (with different
tip lengths) connected to an ablation energy generator in order to perform permanent
lesions in the cardiac tissue.
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Figure 1.8: Multi-electrode mapping and ablation catheters: a) linear catheters (Boston Scientific,
Inc., Natick, MA, USA), b) Lassor catheter of different sizes (Biosense-Webster, Inc., Diamond
Bar, CA, USA), c) ConstellationTM “basket” catheter (Boston Scientific, Inc., Natick, MA, USA),
d) IntellaMap OrionTM catheter (Boston Scientific, Inc., Natick, MA, USA), e) PentaRayr catheter
(Biosense-Webster, Inc., Diamond Bar, CA, USA) and f) ablation catheters with different tip shape
and size (Boston Scientific, Inc., Natick, MA, USA).

1.5.2 Intracardiac Signals

Multi-electrode catheters serve for recording the local electrical activity of the heart
(otherwise known as electrogram (EGM)) and are connected to a recording system in
their proximal part. Depending on the arrangement of these electrodes, different kind
of signals with different properties can be acquired from the cardiac activity. In general,
EGMs provide information about: 1) the time of activation of the myocardium, 2) the
direction of the propagation of the cardiac activity in the field of view of the current
electrode and 3) the complexity of myocardial activation within the field of view of
the current electrode [6].

Unipolar Electrograms

The local electrical activity sensed by a single electrode referred to a common potential
(generally located in the patient’s surface) is known as unipolar electrogram (u-EGM).
By convention, the electrode in contact with the cardiac tissue is connected to the
positive input of the recording amplifier, therefore, an approaching wavefront creates
a positive deflection that abruptly reverses itself when the wavefront surpasses the
recording electrode with a final return to baseline, hence generating an RS complex
[6, 53,54], as illustrated in Fig. 1.9(a).
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Figure 1.9: Two different recording sites during PVC after a normal beat from a patient with focal VA:
a) anywhere in the myocardium and b) close to the VA focus site indicated by the QS morphology at
ABL2. Each panel shows from top to bottom: ECG leads I, II, III, V1 and V6; u-EGM signals recorded
at the tip and second electrode of the ablation catheter (noted as ABLtip and ABL2, respectively)
and the distal b-EGM signal from the ablation catheter (noted as ABLdist). Vertical dashed line
indicates the reference time for LAT computation.

In homogeneous propagation conditions, the maximum negative slope (dV {dt) of
u-EGMs coincides with the phase 0 of the AP corresponding with the rapid Na`
intake and thus with the true activation of the myocyte (or local activation time
(LAT)) [6, 53, 55, 56]. Also, u-EGMs provide information about the direction of the
impulse propagation: positive deflections (i.e. R-waves) are generated by wavefronts
propagating towards the electrode whereas negative deflections (i.e. QS morphology
and the S-waves) are generated by wavefronts propagating away from the electrode
[6, 53–56], as illustrated in Fig. 1.9(b).

The major disadvantage of u-EGMs is they are affected by far-field electrical signals
generated by depolarization of tissue remote from the recording electrode. [6, 54, 57].
Despite the interesting properties of u-EGMs regarding timing and direction of the
propagation, they are less preferred in clinical routine compared with bipolar electro-
grams (b-EGMs) [6].

Bipolar Electrograms

A b-EGM signal is obtained by subtraction of the cardiac electrical activity sensed by
a pair close electrodes [6, 53, 54], as illustrated in Fig. 1.9. Usually, multi-electrode
catheters have short inter-electrode distances (around 2 mm) hence b-EGMs are less
sensitive to far-field electrical sources and have high signal-to-noise ratio [6]. Therefore,
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b-EGMs allow better identification of local activity, like those coming from myocardial
infarction (MI) scar areas, which can be masked by far-field activity [54].

In contrast, the amplitude of the b-EGM depends on the direction of the activation
wavefront with respect to the b-EGM recording bipole axis. The b-EGM signal am-
plitude is maximal if the depolarization wavefront propagates parallel to the recording
axis, whereas it is close to zero if the propagation occurs perpendicular to the record-
ing axis [6, 54]. Additionally, in homogeneous conduction, the maximal peak of the
b-EGM is related to the LAT [6, 57]; however, in case of complex activation, there is
no consensus on the correct b-EGM signal characteristic for LAT measurement [49].
Therefore b-EGMs looses the directivity features and the LAT relation of u-EGMs due
to their differentiation nature [6, 53,54,57].

1.5.3 Approaches for Cardiac Mapping

Cardiac mapping refers to the process of identifying the spatiotemporal characteristics
of the cardiac substrate during a certain heart rhythm [6]. The choose of the correct
mapping approach depends on the intrinsic mechanism of the clinical arrhythmia.

Activation Mapping

The analysis of the sequence of myocardial activation during a certain rhythm is re-
ferred as activation mapping (AM). It can help to assess the mechanisms that sustain
and maintain cardiac arrhythmias and can be used in combination with other map-
ping techniques [49]. It is indicated to identify the site of origin (SOO) of the activa-
tion during focal tachycardias or the critical reentrant isthmus during macroreentrant
tachycardias [6, 57].

Pace Mapping

Pace mapping is a technique that helps to localize tachycardia sources by pacing at
different endocardial sites in order to reproduce the ECG morphology of the clinical
arrhythmia [6]. Pace mapping is more useful for assessing focal tachycardias than for
reentrant tachycardias because the reentrant circuit can be activated in a different
configuration than the one that promotes the clinical tachycardia [6]. High match
on surface ECG for a certain pacing site can be an indicative of the SOO of the
clinical arrhythmia [6, 53]. Pace mapping does not require induction of the clinical
arrhythmia when this is non-tolerated or non-inducible, thus presenting an advantage
over AM [53]. However a pacing site can resemble high ECG morphology similarity to
the clinical arrhythmia at distances up to 15 mm away from the true origin [6], hence
this mapping approach is less precise than AM [49].
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Entrainment Mapping

Entrainment mapping consist of identify the reentrant isthmus of an stable reentrant
tachycardia by continuous resetting of the reentrant circuit by a series of stimuli [6,
53]. It is performed by pacing at a slightly superior cycle length than the reentrant
arrhythmia until capture of the excitable gap of the reentrant circuit [6, 49, 53, 58].
Once the presence of entrainment is confirmed [49], pacing is terminated and the post
pacing interval is analysed in order to establish the relation of the pacing site with the
reentrant circuit and identify the ablation targets [6, 49,58].

Substrate/Voltage Mapping

Substrate/voltage mapping is a non-conventional mapping approach that requires
the usage of an electroanatomical mapping (EAM) system for data visualization.
It consists on evaluating the amplitude (voltage) of the b-EGM signal in order to
characterize areas involved in the generation and maintenance of reentrant arrhyth-
mias [49]. This mapping approach facilitates the ablation of multiple VTs, pleomor-
phic VTs and unmappable VTs due to haemodynamic instability, non-inducibility or
non-toleration [49]. It is usually helpful for catheter ablation of scar-related post-MI
VTs [49,51]

1.5.4 Non-fluoroscopy Systems

Catheter ablation interventions have become a first-line therapy in multiple scenarios
[49,59]. In those interventions, catheters were introduced within the cardiac chambers
and located using fluoroscopy and EGM signals have been interpreted by the physician
using conventional recording systems. Recent technological advances have yield in
the development of non-fluoroscopy systems (otherwise known as EAM systems) that
locate multiple catheters in a three-dimensional space within the patient’s chest and
provides tools for interpretation of the cardiac substrate [57,60]. With some differences
in the operation principles among EAM systems, their common features are [49,60]:

• Three-dimensional location of multiple catheters within the patient’s chest that
allows the reconstruction of the cardiac anatomy and minimize fluoroscopy ex-
posure.

• Display EGM signal characteristics (most commonly activation and voltage) in
the electroanatomical cardiac anatomy using a colour-coded scale.

• Allow integration of radiographic anatomy (computed tomography (CT), magnetic
resonance imaging (MRI), fluoroscopy) in relation with the catheter position
within the electroanatomical cardiac anatomy.

• Use of visual tags that help to identify areas of interest within the electroanato-
mical cardiac anatomy.
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a)
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Figure 1.10: Catheter location technologies of the principal EAM systems: a) diagram of the loca-
tion pad of CARTOr system (reproduced from [61]), b) diagram of the mapping catheter sensor of
CARTOr system (reproduced from [61]), and c) orthogonal surface patches for catheter location of
the EnSiteTM NavXTM system (reproduced from [60]).

CARTOr Electroanatomical Mapping System

The CARTOr EAM system is developed by Biosense Webster Inc. (Diamond Bar,
California, USA) and it is one of the most commonly used EAM systems in clinical
practice. The system uses ultra-low energy magnetic fields emitted from three coils in
a locator pad beneath the laboratory table (see Fig. 1.10(a)) [61–63]. These magnetic
fields are sensed by a sensor embedded in the tip of the mapping catheter, which dif-
ferent field strengths allow to triangulate the catheter tip position within the patient’s
chest (see Fig. 1.10(b)) [61–63].

EnSiteTM NavXTM Electroanatomical Mapping System

The EnSiteTM NavXTM EAM system is developed by St. Jude Medical Inc. (St. Paul,
Minnesota, USA) and it is also widely used in clinical practice. The location system
is based on measuring the impedance variation from the catheter to three pairs of
patches (a pair for each spatial coordinate, see Fig. 1.10(c)) connected to a low-current
generator [64]. The main characteristics of the NavXTM EAM system is its ability to
locate any diagnostic and ablation catheter within the patient’s chest without using
an special catheter equipped with sensors [6, 60].

Other Systems

Other EAM systems technologies are available in the market as well as experimental
technologies proposed to overcome the limitations of current EAM system approaches.
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One of them is a non-contact mapping system and multi-electrode array (MEA)
catheter (EnSiteTM 3000 system, St. Jude Medical Inc., St. Paul, MN, USA). This
system uses a 64 electrode MEA mounted on an inflatable balloon which is located
within the cardiac chambers and expanded without contact with the myocardium.
Therefore, the system measures far-field electrical activity and allows to reconstruct
the surface cardiac activity by computation of virtual EGMs using a single beat [65].

More recently, the RhythmiaTM contact EAM system developed by Boston Sci-
entific Inc. (Natick, Massachusetts, USA) has become clinically available. It com-
bines magnetic and impedance localization technologies paired with the IntellaMap
OrionTM 64 mini-electrode catheter (Boston Scientific Inc., Natick, MA, USA, See
Fig. 1.8(d)) [66]. The main advantage of this system is the rapid acquisition of high-
density electroanatomical maps without the need of manual annotation [66,67].

Other experimental technologies use robot and/or magnetic navigation to overcome
the necessary skills in catheter manipulation of electrophysiologists, reduce radiation
exposure of the patient and operator and reduce intervention times [49].

Moreover, body surface potential mapping (BSPM) is being investigated as a non-
invasive measurement of cardiac activity during arrhythmias in order to precisely plan
ablation interventions [6]. BSPM places multiple surface ECG electrodes in the pa-
tient’s chest and compute the inverse problem to derive potential activation of the
myocardium projected on CT or MRI anatomy of the patient’s heart [6, 68].

1.5.5 Ablation Energy Delivery

After electroanatomical mapping and proper identification of the arrhythmia mecha-
nism and ablation target, permanent lesions in the arrhythmogenic tissue are achieved
by heating the cardiac tissue above 50˝C [6,49,69].

Radiofrequency Ablation Energy

The most common form of ablation energy is radiofrequency (RF) energy [49]. Electro-
surgery RF ablation energy currently uses hectomeric wavelengths, around 300-1000
kHz, being electrically conducted to the cardiac tissue through the catheter tip. In
this setting, the body becomes a part of the in-series circuit formed between the RF
generator connected to the catheter tip and a ground pad located in the patient’s skin
(unipolar configuration). This circuit forms lines of field (currents) that flow from the
catheter tip to the ground pad whose energy dissipates as heat; thus, the high current
density around the catheter tip heats the tissue in contact with the catheter tip [6].

The thermal injury created by RF ablation is due to two phenomena: resistive
heating and conductive heating. Resistive heating refers to the ablation lesion created
by direct contact of the catheter tip with the tissue, which spans in a 1-2 mm rim
behind the electrode. Conductive heating refers to the conduction of the thermal
heating created by direct contact which spans to a distance depending on the applied
power and continues after RF application stops (see Fig. 1.11(b)´(c)) [6, 69].
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a) b) c) d)

Figure 1.11: Illustration of lesion formation (extension and depth) of different catheter tip sizes: a)
lesion created by a 4 mm catheter tip, b) lesion created by a 8 mm catheter tip with 20 W power
output, c) lesion created by a 8 mm catheter tip with 50 W power output and d) lesion created by
an open irrigated catheter tip of 3.5 mm. Reproduced and modified from [6].

Application of Radiofrequency Ablation Energy

Efficacy of RF ablation is dependent on RF power and application duration but most
importantly by the contact of the catheter tip with the cardiac tissue and the cooling
effect of blood [6, 49, 69, 70]. Most of RF energy is dissipated into the blood and the
measured catheter temperature is lower than tissue temperature, thus limiting lesion
formation [6,49]. Tissue heating, and thus lesion formation, is indicated by an increase
of electrode temperature and a fall of measured impedance during ablation [49].

Energy delivery should be titrated to that required to perform permanent lesion
avoiding excessive tissue damage like coagulum formation, carbonization and steam
popping [6, 49]. Energy titration typically limits RF power to 30-50 W, controlling
electrode temperature between 55-70˝C and impedance fall between 10-15 ohms [49].

Bigger catheter tip sizes (typically 8 to 10 mm) allow greater energy delivery but
most of the energy is dissipated by blood cooling, yielding into lower lesion sizes that
requires more generator power compared with smaller tip size catheters, as illustrated
in Fig. 1.11(a)´(c) [6, 49]. Cooled-tip catheters aim to prevent overheating of the
endocardium by actively cool the catheter tip before temperature increases to coag-
ulation formation (above 70˝C), therefore, allowing sufficient RF energy delivery to
increase lesion size [6, 49, 71] (see Fig. 1.11(d)). The catheter tip can be cooled by
a room temperature liquid flowing through a close circuit within the catheter (close
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irrigation) or by a saline solution that emerges through pores in the catheter tip (open
irrigation) [6,49,71]. However, the temperature of the catheter tip can not be reliable
measured and impedance control is further needed for safe operation with cooled-tip
catheters [6, 49,71].

Other Forms of Ablation Energy

Alternative sources of energy for ablation are proposed to improve lesion size and deep,
but not all being clinically available. Cryoablation catheters are the main alternative
to RF ablation in clinical practice, but do not demonstrate a clear superiority [6, 49].
Other sources of energy are microwaves, laser or ultrasounds but are less used or not
yet clinically available [6, 49].

1.6 Scope and Objectives of the Thesis

This thesis aims to contribute in reducing the burden of CVDs from the technical point
of view of processing the electrical signals coming from the heart. Especially, the main
objective of this thesis is to investigate signal processing techniques of invasive EGM
signals that provide useful tools for helping electrophysiologists and technicians in the
decision process during ablation procedures or arrhythmia studies. More precisely, the
problems addressed in this thesis with their specific aims are:

1. Signal processing for automatic electroanatomical mapping: EAM sys-
tems play a key role for mapping and ablation of focal VTs. However EAM
systems do not include convenient EGM signal processing techniques and the
system operator usually needs to modify the measurements during the proce-
dure. This is a very subject-dependent and time-consuming task done during
stress situations. Within this specific context, the aim of this thesis is to pro-
vide signal processing techniques that allow automatic accurate measurements
of relevant EGM signal characteristics for cardiac mapping during ablation in-
terventions using EAM systems. This may help to improve procedure time and
reduce measurement variability, which may yield into less risk of the ablation
procedures and reduction of VT recurrence rates.

2. Signal processing for high-density activation mapping during AF: AM
helps to understand the underlying arrhythmia mechanisms. However, during
unstable arrhythmias (like AF) sparse electrode catheters or sequential point-
by-point EAM systems are not suitable. Therefore simultaneous high-density
mapping of AF is desirable. Classically, construction of high-density activation
maps rely on the LAT detector accuracy and do not take into consideration the
spatial relations between close electrodes. Hence, this thesis aims to explore
spatiotemporal signal processing methods for obtaining high-density activation
maps which may help in the study of the mechanisms perpetuating AF.
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3. Signal processing for characterizing AF activity: Multi-electrode catheters
are used for guiding ablation interventions during AF. Therefore, multiple signal
processing techniques have been developed to help in the decision process. Most
of these techniques rely on activation detection and/or do not take into con-
sideration spatiotemporal features of the multiple acquired signals. This thesis
aims to evaluate the causal relations of these multiple sites in order to provide a
global view of the fibrillation process and help to interpret such activity during
AF.

1.7 Document Organization

This document is organized as follows:

Chapter 2: Electroanatomical Ventricular Activation Mapping: In this
chapter the problem of automatic VT AM using current EAM system software
is introduced and a method for automatic ventricular AM is presented. The
method is evaluated in two clinical scenarios: 1) The first scenario assess the
detection performance of the method in a database of focal VT patients by com-
paring automatic LAT annotations with manual LAT annotations from different
experts and 2) a clinical scenario where the ability of the automatic activation
maps in identifying the SOO of idiopathic VTs is tested. This chapter is based in
the research presented in [72–75]; result of a research collaboration with Hospital
Clìnic (Barcelona, Spain) and Universitat Pompeu Fabra (Barcelona, Spain) and,
in part, of a research stay at Universitat Pompeu Fabra subsidized by MINECO
(Spain).

Chapter 3: Spatiotemporal High-Density Atrial Activation Mapping:
In this chapter, AM of AF is introduced and a spatiotemporal method for as-
sessing high-density AF activation maps is presented and evaluated. Evaluation
of the method is done by comparison with expert manual annotations of high-
density invasive open chest surgery data during SR and AF. This chapter is
based on the research presented in [76, 77]; result of a research collaboration
with Dr. Richard P. M. Houben in a research stay at Applied Biomedical Sys-
tems B.V. (Maastricht, The Netherlands) subsidized by MINECO (Spain).

Chapter 4: Causal Characterisation of Atrial Activity: In this chap-
ter, investigation of atrial regularity and interactions during AF is addressed
by proposing a linear multi-variate predictability framework. Evaluation and
validation of the proposed framework is conducted by a simulation study of dif-
ferent AF complexity patterns and the capabilities of the proposed framework
are illustrated using additional real patient data. This chapter is based on the
research presented in [78]; result of a research collaboration with Dr. Luca Faes
in a research stay at BIOtech Centre, Università Degli Studi di Trento (Trento,
Italy) subsidized by MINECO (Spain).
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Chapter 5: Final Discussion and Conclusion: Finally, the methods pre-
sented in this thesis are discussed and the main limitations are outlined, together
with a final conclusion, analysis of the clinical implications and introduction of
future extensions of this thesis.
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2.1 Introduction

2.1.1 Sequential Electroanatomical Activation Mapping

The aims of AM are to determine the electrical activation sequence of the heart during
an arrhythmia and to identify the mechanism involved on its initiation and mainte-
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Figure 2.1: Activation map of the RV in posterior-anterior view: focal activation arise from the septal
part of the RV outflow tract. LAT is colour-coded from red (earlier) to purple (later). White spheres
indicate the location of reference anatomical structure points, red spheres indicate sites of RF delivery,
orange spheres indicate HPS points. White crosses indicate acquired EAM points. OT: outflow tract,
PA: posterior-anterior, TA: tricuspid annulus.

nance, hence defining the ablation target [6, 79]. This activation sequence is obtained
by moving a single or multi-electrode catheter through the cardiac cambers during the
clinical arrhythmia. Therefore, this approach is preferably applicable during stable
arrhythmias [79], such as focal or macroreentrant tachycardias [6]. In case of focal
tachycardia, the earliest activation site (EAS) becomes the ablation target while in
macroreentrant tachycardias the ablation focuses on the critical reentrant isthmus [6].
Using an EAM system, the arrhythmia mechanism can be identified by using a colour-
coded scale of the activation sequence after acquisition of a sufficient number of map-
ping points to characterise both anatomy and activation propagation, as illustrated in
Fig. 2.1.

During AM using EAM systems, the timing of activation (otherwise known as
LAT) is referred to a stable time reference [6, 49, 79, 80]. In case of VT AM, this
reference time must be carefully selected from the surface ECG QRS complex [57].
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Figure 2.2: LAT measurement surrogates (indicated with black crosses): a) u-EGM maximum neg-
ative slope and b) from left to right: b-EGM onset, b-EGM maximal peak and b-EGM maximal
slope.

Different characteristics of u-EGM or b-EGM signals can be used for LAT mea-
surement, as introduced before in section 1.5.2. The maximum negative slope (dV {dt)
of u-EGM signals (see Fig. 2.2(a)), coincides with the upstroke of the cardiac AP and
therefore with the true activation time [55, 56]. However, u-EGMs are not commonly
used in the clinical practice because they are prone to be disrupted by other electrical
sources such as baseline wander or far-field potentials [6, 54,57].

On the other hand, common LAT surrogates from b-EGM signals are: 1) the max-
imal peak of the signal, 2) the maximal slope and 3) the activation onset, defined
as a voltage change from baseline of 45˝ or more at a recording paper speed of 100
mm/s [55]. Those LAT surrogates are illustrated in Fig. 2.2(b). However, there is not
an established consensus on these surrogates. The first two can not be reliably esti-
mated in fractionated b-EGMs [49] and the b-EGM onset definition is ambiguous since
depends of the used amplitude scale. Nevertheless, the b-EGM onset is considered a
better marker for AM using b-EGMs [6].

2.1.2 Methods for Sequential Activation Mapping

Usually, the software in EAM systems locates the maximal peak of the b-EGM signal
in a window of interest. Therefore, the EAM system software forces the operator to
manually modify the marker if they want to use other LAT surrogate for AM.

Only a few approaches for LAT measurement have been proposed in the bibliogra-
phy as alternatives to those performed by EAM systems. El Haddad et al. proposed
an algorithm which heavily filters the b-EGM signals for detecting its onset and end.
These landmarks were used as a window for LAT estimation from u-EGMs, and this
LAT surrogate is called slope-hybrid u-EGM LAT [81, 82], as illustrated in Fig. 2.3.
On the other hand, the non-linear energy operator has been proposed for b-EGM LAT
identification by Oesterlein et al. and tested on simulation data [83].
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Figure 2.3: Algorithmic LAT measures for AT and VT AM proposed by El Haddad et al. [81, 82].
Reproduced from [82]. AT: atrial Tachycardia, CoM: center of mass, CS: coronary sinus, LAT: local
activation time, VT: ventricular tachycardia.

2.1.3 Motivation

Estimation of LATs based on the b-EGM onset landmark for AM using EAM sys-
tems is a highly manual task performed by the EAM system operator [84]. This LAT
identification turns into a very subjective and time-consuming task done in stress-
ing conditions, which can compromise the accuracy of the mapping procedure. This
chapter introduces an automatic delineation strategy combining information from the
surface ECG and the wavelet decomposition of the b-EGM envelope for LAT compu-
tation, with the aim of providing fast and observer-independent activation maps.

2.2 The Wavelet-Envelope Detector and Delineator

2.2.1 Electrogram Signal Pre-processing: the Hilbert Trans-
form

During arrhythmias, b-EGM signals show large morphology variations due to differ-
ent causes such as complex activation, the relative position between the activation
wavefront and the catheter electrodes or the contact of the electrodes with the my-
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ocardium [85, 86]. Thus, in order to minimise the influence of b-EGM morphological
variations in detection performance, an envelope-based pre-processing step is proposed.

Let an EGM activation xrns be modelled as a positive valued low-pass signal erns
modulated by a cosine with modulation frequency ωm and phase angle φ:

xrns “ erns ¨ cospωmn` φq. (2.1)

The envelope erns can be extracted by means of the analytic signal of xrns defined
as in [87]:

xarns “ xrns ` jx̆rns, (2.2)

where j is the imaginary unit and x̆rns stands for the Hilbert transform of the signal
xrns, defined by:

x̆rns “ Htxrnsu “ 1

π

8
ÿ

k“´8

xrks

n´ k
, (2.3)

which is the convolution of xrns with an impulse response hrns “ 1{πn, known as the
Hilbert transformer, whose transfer function is

Hpejωq “

"

j, ´π ď ω ă 0
´j, 0 ď ω ă π

, (2.4)

thus x̆rns is a 90˝ phase-shifted version of xrns. Therefore the analytic signal xarns
represents a frequency-shifted version of the envelope erns,

xarns “ erns ¨ ejwmn, (2.5)

from which the envelope erns can be directly obtained, without any previous knowledge
of the modulation frequency ωm or phase angle φ, by means of the modulus

erns “ |xarns| “
a

x2rns ` x̆2rns. (2.6)

Figure 2.4 shows representative examples of different EGM morphologies and the
computation of its envelope, yielding to a positive-peak shape of the resulting pre-
processed signal.

2.2.2 The Wavelet Transform

The continuous wavelet transform (CWT) is the decomposition of a signal xptq into
a set of basis functions, which are created by dilation and translation of a single
prototype wavelet function ψptq [88]. Therefore, the CWT can be written as:

Waxpbq “
1
?
a

ż `8

´8

xptqψ

ˆ

t´ b

a

˙

dt, a ą 0, (2.7)

where a and b stand for the expansion and translation factors, respectively. The CWT
can be interpreted as the filtering of xptq with an impulse response hptq “ ψp´t{aq{

?
a.
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Figure 2.4: Examples of b-EGM activations (bold line) and its envelope erns (dashed line) in: a)
Normal b-EGM, b) noisy wide b-EGM, c) low amplitude b-EGM and d) fractionated b-EGM.

Hence, the expansion factor a modifies the bandwidth of the signal representation in
the CWT domain, i.e., the larger is a, the wider is ψpt{aq and more information about
lower frequencies is included in the CWT signal representation and vice versa.

If the prototype wavelet ψptq is the derivative of a smoothing function θptq, then
(2.7) can be written as [89]:

Waxpbq “ ´a

ˆ

d

db

˙
ż `8

´8

xptqθapt´ bqdt, (2.8)

where θaptq “ p1{
?
aqθpt{aq is the scaled version of the smoothing function. There-

fore, the CWT at scale a is proportional to the derivative of the convolution of xptq
with a smoothing impulse response at scale a. Then, the zero-crossings of the CWT
correspond to local maxima or minima of the smoothed signal at different scales, and
maximum or minimum values in the CWT are respectively associated with maximum
upward or downward slopes in the smoothed signal.
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Figure 2.5: Implementation of the DWT: a) Mallats’ algorithm analysis filter-bank, b) algorithme à
trous analysis filter-bank. Gpzq and Hpzq are low-pass and high-pass FIR filters, respectively.

The “Dyadic” Discrete Wavelet Transform

The CWT is highly redundant because the wavelet decomposition coefficients are
computed for each value of the expansion factor a. Therefore, for computer-based
implementation purposes, a discrete signal xrns is considered and the CWT can be
discretised by means of the called dyadic discrete wavelet transform (DWT). The
dyadic DWT discretises the time-scale plane parameters a and b following a dyadic
sampling grid (a “ 2m, b “ 2ml;m P N, l P Z). Therefore, the resulting basis function
is:

ψm,lrns “ 2´m{2ψr2´mn´ ls. (2.9)

Mallat and Zhong [89] demonstrated that the DWT is equivalent to an octave filter-
bank that can be implemented as a cascade of identical cells of low-pass and high-pass
finite impulse response (FIR) filters followed by decimation stages as illustrated in Fig.
2.5(a). The signal xrns can be reconstructed from the wavelet coefficients W2mxr2mls
and the low-pass residual using the reconstruction filter-bank. The reconstruction
filter-bank is not shown because it is not relevant for the application aim.

The Mallats’ algorithm turns the signal representation time-variant due to the re-
ducing temporal resolution of the wavelet coefficients as scale increases. The decima-
tion stages can be removed using the algorithme à trous by interpolating the filter im-
pulse response of the previous stage (see Fig. 2.5(b)), thus keeping the time-invariance
representation of the signal and the temporal resolution of the different scales while
preserving the sampling rate [90]. Using the algorithme à trous, the equivalent fre-
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quency response of the mth scale can be written as:

Qmpe
jωq “

$

’

&

’

%

Gpejωq, m “ 1

Gpej2m´1ωq,
m´2
ź

l“0

Hpej2lωq, m ě 2
, (2.10)

where Gpejωq and Hpejωq are the frequency response of the impulse response functions
grns and hrns associated with the low-pass and high-pass filters of the filter-bank
respectively.

The Prototype Wavelet

The frequency response at each scale shown in equation (2.10) depends on the used
prototype wavelet function ψptq. A function can be considered a wavelet prototype if
it forms an orthonormal basis on L2pRq through dilation and translation [88].

On the other hand, the interesting properties derived from equation (2.8) com-
bined with the positive-peak shape of the preprocessed b-EGM signal explained in
section 2.2.1, allow to represent the signal peaks as zero-crossings and its upward and
downward slopes as maximum or minimum values in the wavelet domain.

Thus, inspired in a similar problem with surface ECG signal detection and de-
lineation [91], the selected prototype wavelet ψptq corresponds to the derivative of a
quadratic spline, whose Fourier transform is of the form:

ΨpΩq “ jΩ

˜

sinpΩ
4 q

Ω
4

¸4

, (2.11)

that can be interpreted as the derivative of the convolution of four rectangular pulses,
i.e. the derivative of a smoothing function. Figure 2.6(a) shows the used wavelet proto-
type ψptq and its corresponding smoothing function θptq. Therefore, the corresponding
filters Hpejωq and Gpejωq to implement the DWT in (2.10) are [91,92]:

Hpejωq “ ejω{2
´

cos
ω

2

¯3

Gpejωq “ 4jejω{2
´

sin
ω

2

¯

,
(2.12)

which correspond to the following FIR filter impulse responses:

hrns “
1

8
tδrn` 2s ` 3δrn` 1s ` 3δrns ` δrn´ 1su

grns “ 2tδrn` 1s ´ δrnsu.
(2.13)

Using the algorithme à trous and equations (2.10) and (2.12), the frequency re-
sponse of the first four scales for an interpolation sampling frequency of 1000 Hz are
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Figure 2.6: Implemented wavelet transform: a) prototype wavelet ψptq and smoothing function θptq
and b) equivalent frequency responses of the DWT using the prototype wavelet ψptq at scales 2m ,
m “ 1...4 for 1000 Hz interpolation sampling frequency.

those presented in Fig. 2.6(b). These transfer functions behave as low-pass differentia-
tors and, as the analytic filters have linear phase [91], the delay of the filter output can
be compensated in order to preserve synchronisation with the original signal. There-
fore, the implementation of the DWT using this wavelet prototype can be considered
as a low-pass differentiator filter-bank.

2.2.3 Delineating the Electrogram

The algorithm is based in the outcomes of a combined surface ECG and EGM signal
analysis strategy, as illustrated in Fig. 2.7.

Reference Beat QRS Detection and Delineation

This detection step (illustrated in bottom branch of Fig. 2.7) aims to identify the
reference beat and provide a reference window for the EGM delineation algorithm
(illustrated in top branch of Fig. 2.7).

A single-lead wavelet-based QRS detector and delineator was applied on each sur-
face ECG lead [91] and a global multilead QRS delineation is obtained using the rule
algorithm described in [93]. These rules were designed to include the spatiotemporal
information of each ECG lead while avoiding errors and miss-detections, obtaining a
single set of temporal marks that are in agreement across the recorded leads.

This multilead delineation process identifies three time instants for each lead l and
beat b: 1) the onset of the bth QRS complex nl,bo , 2) the fiducial point of the bth QRS
complex nl,bf (usually related with the R wave) and 3) the end of the bth QRS complex
nl,be .
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The nearest QRS fiducial point to the reference time selected by the EAM system
operator, defines the reference beat fiducial point nR

f . This point and its related onset
and end time instants (nR

o and nR
e ) describe the reference beat. Therefore, the basic

searching window S spans from the onset to end time points of the reference beat
(marked as blue dotted vertical lines in each panel of Fig. 2.8)

Electrogram Delineation Algorithm

After QRS detection and delineation of the reference beat, an EGM delineation strat-
egy is applied to the DWT of the b-EGM signal envelope erns.

The strategy is inspired on the multi-scale approach used in [91], whose objective
is to locate a set of local maxima and minima across the different scales of the DWT,
called maximum modulus lines (MML) [94]. First, the highest peak of the EGM signal
envelope is located, defining the “main activation wave”. Since the EGM activation
envelope is a positive peaked signal, the main activation wave is related with the zero-
crossings between a pair of positive and negative MMLs in the DWT domain [91].

A local maximum or minimum value at scale 2m can be considered a part of an
MML if it is higher than a threshold defined as:

εmEGM “ εm

d

1

L

ÿ

nPS

pW2mernsq2,m “ 1...4, (2.14)

where ε4 “ 3{4 and εm “ 3{8,m “ 1...3, are the threshold scaling factors of each
DWT scale and L stands for the length of the window S. Given the low-pass frequency
content of the EGM envelope, most of their frequency components are likely to lie at
scales 24 and 23 (see Fig. 2.6(b)).
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An EGM activation can occur outside the QRS complex boundaries of the reference
beat, especially during PVCs in focal arrhythmias [6]. Therefore, S is extended in both
ends by 30 ms defining the extended window S1. Within S1, those local maxima and
minima values exceeding the threshold ε4

EGM defined by (2.14) at scale 24 were selected.
If S1 was inadequate for finding at least a pair of local maximum-minimum (LMM)

at scale 24, a new searching procedure was performed by extending 30 ms S1, forward
or backward depending on the sign of the already detected local maxima and minima,
and applying a threshold reduction by 50% of the previous value. If there was no
success in the LMMs searching procedure at scale 24, then scale 23 was used for LMM
detection in combination with the threshold ε3

EGM defined by (2.14). This scale includes
higher frequency components of the signal than scale 24 but it is usually noisier.

Once LMM pairs were located at the appropriate detection scale (either 24 or 23),
MML searching across the rest of the scales was performed by connecting the local
maxima and minima detected using their corresponding thresholds defined by (2.14),
followed by rejection of those isolated and redundant lines in the same way as in [91].

When a single zero-crossing between a pair of positive and negative MMLs at scale
21 is present, it is marked as the main activation wave nEGM (see Fig. 2.8(a)´(b)). In
case that more than one zero-crossings are found, the main activation wave nEGM is
determined by selecting among the possible pairs of LMM candidates, the zero-crossing
at scale 21 whose associated LMM pair presents higher maximum-to-minimum value.
The result of this procedure can be seen in Fig. 2.8(c)´(d).

Once the main activation wave is detected, the next step of the algorithm is to
delineate the onset and end points. The algorithm starts from the formerly detected
main activation wave nEGM, which will be flanked by a pair of positive and negative
MMLs at scale 22. Local maximum or minimum values at scale 22 are related to
up and down slopes of the EGM signal envelope, respectively. Therefore, the EGM
activation onset and end points, nEGM

o and nEGM
e , are detected as the single first sample

below or above a threshold defined as:

ξEGM
o “ γo ¨maxpW22ernsq, n P So, (2.15)
ξEGM
e “ γe ¨minpW22ernsq, n P Se, (2.16)

where γo = 0.1 and γe = 0.05 are the proportional threshold factors. Those thresholds
are computed within two windows, So and Se, spanning 30 ms before and after the
main activation wave nEGM, respectively. An example of this delineation process is
shown in Fig. 2.8(a). In order to protect the method against fractionated and noisy
EGM activations, as those shown in Fig. 2.8(b)´(d), the algorithm only considers
those candidate samples lying within the biggest upward slope at scale 24. This scale
is related with the overall shape of the EGM activation envelope.

Computation of the Local Activation Time

Sequential AM requires an stable time reference for LAT computation. This is usually
identified as the maximum or minimum deflection of the QRS complex from the sta-
blest ECG lead during mapping [6, 49,79,80]. Therefore, for each mapping point, the
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LAT value TLAT is defined as the time difference between the QRS reference time nR
LAT

and the onset of the b-EGM activation from the mapping catheter nEGM
o , as illustrated

in Fig. 2.8:
TLAT “ nEGM

o ´ nR
LAT. (2.17)

2.2.4 Including Spatial Information

Rationale

When mapping focal arrhythmias, the EAS becomes the area of interest (AOI) and
thus the ablation target [6]. Therefore, a high number of close mapping points are
usually acquired in order to identify the EAS. However, the delineation algorithm
introduced in section 2.2.3 analyses each mapping point separately, without taking
profit of the existing spatiotemporal relations between the already acquired mapping
points.

Activation Spatial Consistency Algorithm

The aim of this algorithm is to exploit the morphological similarities of spatially close
mapping points for obtaining reliable and coherent activation patterns. This algorithm
makes a difference in areas with high-density of mapping points. The decision diagram
illustrating this algorithm is shown in Fig. 2.9.

The algorithm is applied after delineation of the b-EGM at each ith mapping
point, xirns. Each mapping point has a position vector ri “ rrxi

, ryi
, rzis

J given by
the EAM system. Then, from the already acquired mapping points xkrns, k “ 1...i,
those located within a neighbourhood defined as:

Ni “ tk ; }ri ´ rk}2 ď 6 mmu, (2.18)

were considered as neighbour cluster candidate points (k P Ni).
Next, the morphology similarity of these neighbour cluster candidate points is quan-

tified by means of the normalized cross-covariance function:

Ci,krms “

řL{2
n“´L{2pxirns ´ x̄iqpxkrn`ms ´ x̄kq

b

řL{2
n“´L{2pxirns ´ x̄iq

řL{2
n“´L{2pxkrns ´ x̄kq

(2.19)
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where L is the window length spanning 70 ms before and after the estimated QRS
onset and end points, x̄i and x̄k are the mean values of xirns and xkrns, respectively,
and m stands for the lag between signals. The delay between signals τi,k is obtained
by maximizing (2.19):

τi,k “ arg max
m

tCi,krmsu . (2.20)

Then, the cluster of neighbour and morphologically similar points is defined as:

Mi “ tk P Ni ; Ci,krτi,ks ě 0.85 & τi,k ď ˘ 10 msu. (2.21)

All signals from the cluster points xkrns, k PMi, were aligned with respect to xirns
using the delay τi,k in order to check the LAT agreement between adjacent points.
The algorithm considers that the current mapping point is consistently annotated if
the difference between its LAT with the median LAT of the rest of mapping points in
Mi is below ˘ 2 ms. If this condition is not fulfilled, a weighted average EGM signal
xw,irns is computed as follows:

xw,irns “

ÿ

kPMi

wi,k ¨ xkrn´ τi,ks

ÿ

kPMi

wi,k

, (2.22)

where wi,k stands for the weights for each cluster signal xkrns, defined as:

wi,k “
Ci,krτi,ks ´ 0.85

1´ 0.85
, k PMi. (2.23)

Finally, this weighted averaged EGM signal xw,irns is delineated with the same
algorithm explained in section 2.2.3. The resulting onset, end and main activation
wave landmark times, nEGMw

o,i , nEGMw
e,i and nEGMw

i , respectively, are associated to the
current mapping point and a reliability value of the new mark is assigned as the median
value of Ci,krτi,ks, k ‰ i.

For the rest of the clustered points in Mi, their single-point-computed landmarks
are modified by correcting nEGMw

o,i , nEGMw
e,i and nEGMw

i with the corresponding delay
τi,k. This landmark modification is performed except if the same point had been
previously assigned to another cluster with a greater maximum covariance than the
current Ci,krτi,ks. Figure 2.10 illustrates an application example of this process.

2.3 Delineation Accuracy

To evaluate the proposed wavelet-envelope EGM detector and delineator, its accuracy
in the identification of the b-EGM signal onset is assessed.
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2.3.1 Testing Database

The studied database is composed of 10 patients with idiopathic VAs and non-tolerated
PVC beats whose were admitted for ablation procedure at Hospital Clìnic (Barcelona,
Spain). All patients signed their written informed consent form and the study was
approved by the Local Ethics Committee.

From those patients, 14 electroanatomical maps (9 RV and 5 LV maps) were stud-
ied. Each of these maps were acquired using the CARTO 3 system (Biosense Webster,
Inc., Diamond Bar, CA, USA). For each patient and map, different number of map-
ping points were acquired depending on the electrophysiological protocol, large enough
to have sufficient anatomical and electrical information to support the clinical decision.

The total number of mapping points is 1982 (142 ˘ 60 points/map). Each mapping
point includes 12-lead surface ECG signals and b-EGM signals from a 4-pole, 3.5
mm irrigated tip NaviStar Thermocool catheter (Biosense Webster, Inc., Diamond
Bar, CA, USA). For mapping and ablation purposes, the distal EGM signal from the
catheter was used. Those signals were acquired point-by-point with 1 kHz sampling
frequency during 2.5 s, assuring stable contact of the catheter tip with the myocardial
wall and has at least one PVC beat in the recording excerpt matching the clinical VA.
The CARTO system stores the signal within a window spanning from 2 s before to 0.5
s after the fiducial point of the PVC beat of interest at the reference ECG lead. The
b-EGM signals were band-pass filtered between 16 and 500 Hz with a 50 Hz power-line
suppression notch filter.
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Table 2.1: Details of the delineation accuracy assessment database. LV: Left ventricle, LVOT: Left
ventricle outflow tract, On: available on-procedure manual annotations, Off-1: available off-procedure
manual annotation from expert 1, Off-2: available off-procedure manual annotation from expert 2,
RV: Right ventricle. N/A: Not applicable.

Patient Map
Location

Mapping points RF applications Available manual

(#) (#) (#) (#) annotation sets

1
1 RV 128 12 On, Off-1, Off-2

2 LV 110 N/A On, Off-1, Off-2

2 3 RV 155 5 On, Off-1

3 4 LV 179 10 On, Off-1, Off-2

4 5 RV 204 2 On, Off-1, Off-2

5
6 RV 230 1 On, Off-1, Off-2

7 LV 49 N/A On, Off-1

6 8 RV 193 2 On, Off-1, Off-2

7 9 RV 156 1 On, Off-1, Off-2

8 10 RV 181 3 On, Off-1, Off-2

9 11 RV 192 10 On, Off-1, Off-2

10
12 RV 81 N/A On, Off-1

13 LV 87 21 On, Off-1

14 LVOT 37 N/A On, Off-1

Activation maps were generated by the EAM system operator which manually
annotated each EGM signal onset during the intervention. The EAS was identified
and RF energy was delivered until termination of the arrhythmia.

These manual annotations obtained during the intervention (referred here as “on-
procedure” annotation set) represent the annotation accuracy currently achieved during
the procedure. However, they may not be appropriate as a reference annotation set as
they are obtained during stressing conditions. Therefore, a second type of annotations
from two other experts (blind to the on-procedure annotation set) were obtained after
the intervention with no time limitation (referred here as “off-procedure” annotation
set 1 and 2). Table 2.1 summarizes the characteristics of the database.

2.3.2 Evaluation Protocol

The proposed wavelet-envelope EGM detector and delineator was evaluated against
the different annotation sets available in the studied database. Due to the absence of a
systematic well-established rule of LAT measurement for AM, the manual off-procedure
annotation sets were considered as the reference (gold standard) for evaluation. The
annotations performed during the procedure (on-procedure annotation set) were also
evaluated with respect to the off-procedure annotation sets, being a reference for per-
formance comparison.



2.3 Delineation Accuracy 43

Due to expert availability, annotations performed by both experts were available
only in 9 maps (see Table 2.1). In those maps with two available annotations, the
average value between both expert annotation sets were computed and labelled as
“averaged off-procedure” annotation set, which serves as “gold standard”.

Errors between annotation sets were shown as mean ˘ standard deviation (SD).
Due to the sequential nature of LATs (i.e. from earliest to latest activated point) and
in order to estimate the agreement in the sequences of activations obtained with the
different LAT annotations, Spearman’s rank correlation ρs was computed. Addition-
ally Lin’s concordance correlation factor ρc [95] and Bland-Altman analysis [96] were
used for assessing agreement between the different LAT annotation sets. A p-value ď
0.05 was considered as a threshold for statistical significance.

Additionally, annotation errors were evaluated with respect to: 1) a qualitative
accuracy scale and 2) the signal voltage amplitude. On one hand, inspired in the
accuracy scale proposed by El Haddad et al. [81], annotations were classified as: 1)
Highly accurate annotations (error ď ˘ 5 ms), 2) accurate annotations (error ď ˘ 10
ms) and inaccurate annotations (error ą ˘ 10 ms). On the other hand, errors were
studied depending on the signal voltage using the standard b-EGM voltage thresholds
for: healthy tissue (V ě 1.5 mV), scar border-zone (BZ) tissue (1.5 mV ą V ě 0.5
mV) and scar core-zone (CZ) tissue (V ă 0.5 mV) [49].

2.3.3 Results

Double Expert Assessment

The error in LAT estimation by the proposed algorithm compared with the evaluation
reference is shown in the third column of Table 2.2. The automatic annotation error
is 1.20 ˘ 10.72 ms from 1573 LAT measures. Thus, automatic delineation provides
slightly later LATs than the reference. Moreover, high correlation values (ρs = 0.94
and ρc = 0.93, p ă 0.05 both) indicate high agreement with the evaluation reference
(see fourth and fifth columns of Table 2.2).

Evaluation results of the on-procedure annotation set are shown in columns six to
eight of Table 2.2 for comparison purposes. The error is ´2.80 ˘ 6.01 ms, thus provides
slightly earlier LATs than the reference. Additionally, it has higher correlation with
the reference than the automatic annotations (ρs = 0.97 and ρc = 0.97, p ă 0.05 both).

The inter-expert variability can be considered as a lower bound for comparison,
since an algorithm having smaller error than the inter-expert variability could mean
that it is over-adapted to one of the experts. Columns nine to eleven of Table 2.2
show the inter-expert variability results. The low difference in LAT annotation (´0.01
˘ 5.44 ms) and high correlation values (ρs = 0.98 and ρc = 0.98, p ă 0.05 both)
indicate a high level of agreement between experts in the same conditions (off-procedure
annotations).

Figure 2.11 shows scatterplots for Lin’s concordance correlation factor ρc (top pan-
els) and Bland-Altman plot analysis (bottom panels) for the error (Fig. 2.11(a)´(b))
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Table 2.2: Double expert assessment of the LAT error and inter-expert difference (mean ˘ SD) by
electroanatomical; and Spearman’s rank correlation ρs and Lin’s concordance correlation factor ρc.

Map Points Automatic LATs On-procedure LATs Inter-expert

(#) (#) error (ms) ρs ρc error (ms) ρs ρc difference (ms) ρs ρc

1 128 ´0.09 ˘ 6.85 0.97* 0.97* ´3.22 ˘ 5.97 0.98* 0.97* ´2.20 ˘ 4.11 0.99* 0.99*

2 110 ´0.36 ˘ 8.03 0.91* 0.92* ´3.18 ˘ 4.63 0.96* 0.95* ´0.93 ˘ 3.69 0.97* 0.98*

4 179 ´0.26 ˘ 6.25 0.80* 0.85* ´3.15 ˘ 4.28 0.89* 0.87* ´1.22 ˘ 3.72 0.94* 0.93*

5 204 ´0.64 ˘ 9.01 0.94* 0.95* ´6.61 ˘ 7.55 0.96* 0.93* ´1.35 ˘ 3.37 0.99* 0.99*

6 230 1.18 ˘ 7.82 0.92* 0.94* 0.37 ˘ 3.78 0.98* 0.98* ´0.31 ˘ 3.93 0.97* 0.98*

8 193 4.04 ˘ 10.62 0.91* 0.89* ´2.26 ˘ 6.02 0.95* 0.96* ´0.97 ˘ 3.11 0.98* 0.99*

9 156 4.12 ˘ 12.07 0.85* 0.82* ´3.12 ˘ 6.24 0.94* 0.93* ´1.01 ˘ 3.40 0.98* 0.98*

10 181 3.29 ˘ 11.17 0.96* 0.94* ´3.26 ˘ 4.61 0.98* 0.98* ´0.58 ˘ 2.70 0.99* „1*

11 192 ´0.92 ˘ 17.32 0.90* 0.90* ´1.59 ˘ 6.94 0.96* 0.98* 7.24 ˘ 9.66 0.94* 0.94*

Total 1573 1.20 ˘ 10.72 0.94* 0.93* ´2.80 ˘ 6.01 0.97* 0.97* ´0.01 ˘ 5.44 0.98* 0.98*

* indicates p-value ď 0.05
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Figure 2.11: Boxplot for Lin’s concordance correlation factor ρc analysis and Bland-Altman plot of
the double expert assessment: a) automatic LATs error assessment, b) manual on-procedure LATs
error assessment and c) inter-expert variability. Top panels show scatterplot for ρc computation (pink
line indicates the unitary slope) and bottom panels show the Bland-Altman plot (red continuum line
indicates mean error/difference and red dashed lines indicate mean ˘ 2 SD of the error/difference).
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Table 2.3: Accuracy classification of automatic and on-procedure annotation sets compared with the
averaged off-procedure annotation set.

Automatic (%) On-procedure (%)

Highly accurate 52 74
Accurate 24 16
Inaccurate 24 10

Table 2.4: Double expert assessment of LAT error and inter-expert difference (mean ˘ SD) by EGM
voltage amplitude; and Spearman’s rank correlation ρs and Lin’s concordance correlation factor ρc.

Voltage
Points Automatic LATs On-procedure LATs Inter-expert
(#) error (ms) ρs ρc error (ms) ρs ρc difference (ms) ρs ρc

Normal 1102 4.55 ˘ 7.72 0.96* 0.95* ´3.17 ˘ 5.98 0.98* 0.97* ´0.12 ˘ 4.91 0.98* 0.98*

BZ 260 ´3.11 ˘ 8.55 0.96* 0.95* ´2.30 ˘ 6.38 0.98* 0.97* ´0.15 ˘ 4.28 0.99* 0.99*

CZ 211 ´11.01 ˘ 15.01 0.87* 0.80* ´1.50 ˘ 5.43 0.98* 0.98* 0.79 ˘ 8.48 0.95* 0.95*

* indicates p-value ď 0.05

and the inter-expert variability (Fig. 2.11(c)). Bland-Altman plots of Fig. 2.11(a)´(b)
reveals that errors of both automatic and on-procedure annotation sets have a slight
linear tendency (Pearson’s ρ = 0.36 and ρ = 0.10, respectively; p ă 0.01 both) to-
wards an under-estimation of LAT precocity compared with the reference. On the
other hand, the Bland-Altman plot for the inter-expert variability (bottom panel of
Fig. 2.11(c)) reveals no tendency between experts (Pearson’s ρ = ´0.03, p = 0.215).

Annotation accuracy classification is shown in Table 2.3. With this classification,
76 % of the mapping point annotations obtained with the automatic algorithm are
considered as accurate or highly accurate compared with the reference. However, the
performance of the automatic detection is inferior to the 90 % of mapping points
considered as accurate or highly accurate in the on-procedure annotation set.

Table 2.4 illustrates the LAT assessment by b-EGM voltage amplitude. It shows
that the automatic algorithm performance decreases with b-EGM voltage amplitude.
Automatic LATs have positive error bias (i.e., late LATs than the reference) for nor-
mal EGMs and negative error bias (i.e., precocious LATs than the reference) for BZ
and CZ EGMs. Moreover, high correlation is found for normal and BZ EGMs with
respect to the evaluation reference while in CZ, ρs and ρc reduce to 0.87 and 0.80,
respectively. On the other hand, automatic delineation is outperformed by the on-
procedure annotation set, which shows lower bias and higher correlation in all b-EGM
amplitudes.

Single Expert Assessment

As introduced in section 2.3.1, the off-procedure annotation set 1 has annotated all
patients and maps of the studied database by the same expert. In order to evaluate
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Table 2.5: Single expert assessment of the LAT error (mean ˘ SD) of the complete database; and
Spearman’s rank correlation ρs and Lin’s concordance correlation factor ρc.

Map Points Automatic LATs On-procedure LATs

(#) (#) error (ms) ρs ρc error (ms) ρs ρc

1 128 ´1.38 ˘ 7.60 0.97* 0.97* ´4.51 ˘ 6.55 0.97* 0.96*

2 110 ´1.03 ˘ 8.55 0.91* 0.91* ´3.85 ˘ 5.26 0.94* 0.94*

3 155 10.12 ˘ 11.27 0.91* 0.89* 3.31 ˘ 5.07 0.98* 0.98*

4 179 ´1.06 ˘ 6.60 0.80* 0.84* ´3.96 ˘ 5.58 0.86* 0.80*

5 204 ´1.53 ˘ 9.17 0.94* 0.94* ´7.49 ˘ 7.88 0.96* 0.92*

6 230 0.77 ˘ 8.44 0.92* 0.93* ´0.04 ˘ 4.75 0.97* 0.97*

7 49 7.20 ˘ 14.07 0.65* 0.51* 0.02 ˘ 5.33 0.96* 0.92*

8 193 3.35 ˘ 10.87 0.90* 0.89* ´2.95 ˘ 6.47 0.94* 0.95*

9 156 3.37 ˘ 12.43 0.84* 0.82* ´3.86 ˘ 6.89 0.93* 0.91*

10 181 2.77 ˘ 11.28 0.95* 0.94* ´3.78 ˘ 5.17 0.98* 0.98*

11 192 2.44 ˘ 19.32 0.86* 0.86* 1.77 ˘ 7.98 0.96* 0.97*

12 81 5.30 ˘ 16.69 0.60* 0.58* 3.06 ˘ 5.78 0.92* 0.89*

13 87 ´2.25 ˘ 10.55 0.63* 0.73* 2.14 ˘ 6.29 0.85* 0.87*

14 37 ´2.08 ˘ 24.77 0.50* 0.40* 4.11 ˘ 5.61 0.93* 0.92*

Total 1982 1.82 ˘ 12.38 0.92* 0.91* ´1.85 ˘ 7.07 0.97* 0.97*

* indicates p-value ď 0.05

the performance of the automatic method in the complete database, the LAT error
was computed using this annotation set as a reference. Table 2.5 shows an increase
of the error, especially in the case of the automatic annotations (0.70 ˘ 12.88 ms), as
compared with results shown in Table 2.2.

Execution Time

A low computational time of the algorithm is important for being suitable to be used
into an EAM system software and for its application in real time during clinical routine.
The complete process of ECG and EGM detection and delineation is done in 791 ˘
26 ms/mapping point with a regular computer (Windows 7 based PC, Intel Core i7
3.4GHz, 8Gb RAM with Matlab R2010a). Within this processing time, only the 13.7
% corresponds to the EGM detection and delineation process (109 ˘ 7 ms/mapping
point).

2.4 Mapping Performance

This section assess the performance of the proposed wavelet-envelope detector an de-
lineator in a clinical scenario.
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Figure 2.12: Schematic of the RV in posterior-anterior view illustrating the studied map descriptors
for different VA origins with septal activation (shown in red): a) expected EAS isochronal area size
and shape of an RVOT VA and b) expected EAS isochronal area size and shape of a LVOT VA. Ap:
apex, OT: outflow tract, TA: tricuspid annulus.

2.4.1 Idiopathic Outflow Tract Ventricular Arrhythmias

Idiopathic VAs are those occurring in patients without SHD [49]. Among idiopathic
VAs, those arising from the outflow tract (OT) regions are the most common [97–100].
In particular, 70-80 % of idiopathic VAs arise form the right ventricle outflow tract
(RVOT) and 15 % from the left ventricle outflow tract (LVOT) [49].

Adenosine-induced DADs and triggered activity are the mechanisms responsible
of idiopathic outflow tract ventricular arrhythmias (OTVAs) [100]. Therefore, it is a
focal arrhythmia where AM can help to identify the EAS for ablation [6]. Ablation
treatment of idiopathic OTVAs using EAM systems is very effective once identified
the SOO prior to catheter ablation by analysis of the ECG [49]. However, the OTs
have complex 3-dimensional anatomical relationships [6, 101, 102], which makes the
identification of the SOO especially challenging in those cases showing maximum EGM
precocity in septal RVOT, where it is unknown a priori whether the SOO is located
in the RVOT or the LVOT.

2.4.2 Map Descriptors

Map descriptors aim to characterize the extent and spreading of the activation pattern
during PVCs arising from the septal RVOT. Those where already introduced by
Herczku et al. [99] and have been shown to predict the SOO of idiopathic OTVAs
[99,103].

Those map descriptors quantify the size and shape of the 10 ms EAS isochronal
area in the RV electroanatomical activation map. In particular, the size of the 10 ms
EAS isochronal area and its longitudinal and perpendicular diameters relative to the
RVOT as it is illustrated in Fig. 2.12. The longitudinal diameter was defined by the
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line parallel to the septal projection of the RVOT longitudinal axis (perpendicular to
the plane of the pulmonary valve), then defining its perpendicular diameter. Hence,
the spreading of the activation pattern was characterized by defining the ratio between
those two axes [99].

As it is illustrated in Fig. 2.12, these map descriptors were proposed under the hy-
pothesis that VAs arising from the septal RVOT will show an activation pattern whose
main direction extends along the fibre orientation (i.e., elliptical shape of the EAS
isochronal area oriented along the longitudinal direction, see Fig. 2.12(a)) whereas
those arising from the LVOT would show slower and less preferential conduction path
in the longitudinal direction (i.e., circular/elliptical shape of the EAS isochronal area
along the perpendicular direction, see Fig. 2.12(b)) [99,103].

2.4.3 Patient Sample

The patient sample is composed of 18 patients with symptomatic, drug-refractory OT
PVC beats, whose were admitted for ablation procedure at Hospital Clìnic (Barcelona,
Spain). Inclusion criteria were as follow: 1) patients with idiopathic OTVAs submitted
for ablation; 2) EAS located at the septal part of the RVOT electroanatomical map
and 3) successful ablation at the EAS identified by manual AM during the intervention.
All patients signed their written informed consent form and the study was approved
by the Local Ethics Committee.

Patient electroanatomical maps were acquired with the CARTO 3 system (Biosense
Webster, Inc., Diamond Bar, CA, USA) using a 3.5 mm irrigated tip NaviStar Ther-
mocool catheter (Biosense Webster, Inc., Diamond Bar, CA, USA) for mapping and
ablation. The 12-lead surface ECG and EGM signals were displayed during each
intervention and stored for offline prospective analysis. EGM signals were acquired
point-by-point during stable contact with the myocardium; pulmonary and aortic root
wall and assuring the presence of PVCs matching the clinical VA during mapping time.

The EAM system operator manually annotated the onset of the distal b-EGM
signal from the mapping catheter during the intervention. Detailed AM of the RVOT
was performed during PVCs. If according to RVOT isochronal activation map, a LVOT
origin was suspected, the distal CS, great cardiac vein, left anterior descendent vein,
supravalvular and subvalvular LVOT were mapped as part of the electrophysiological
study protocol. A LVOT origin was suspected when EAS was located ě 1 cm below
pulmonary valve or the 10 ms isochronal area longitudinal/perpendicular diameter
ratio was ď 0.8 [103].

After the acquisition of a sufficient number of mapping points to reconstruct
anatomy and activation pattern by using a filling threshold of 6 mm, RF was de-
livered at the EAS. A power limit of 40 W was used in the RVOT, subvalvular LVOT
and aortic root whereas a limit of 20 W was used in the CS.
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2.4.4 Evaluation Protocol

Offline automatic LAT detection was performed using the presented wavelet-envelope
detector and delineator. Those annotations were manually introduced in the CARTO
3 system for analysis.

Manual and automatic isochronal activation maps were reconstructed using an
interpolation filling threshold of 6 mm. Those maps were generated by discretising
the colour scale into 10 ms isochronal areas, defined as those areas whose mapping
point LATs lie within a temporal interval of 10 ms starting from the earliest activated
EGM mapping point in 10 ms steps.

The CARTO 3 integrated measurement tools were used for offline measurement of
the map descriptors introduced in section 2.4.2. Additionally, in those maps where a
RVOT origin was identified, the accuracy of the proposed algorithm in locating the
EAS for ablation purposes was assessed. In that regard, two distances were measured:
1) the distance from the centre of mass of the 10 ms EAS isochronal area to the
effective RF ablation site and 2) the distances between EAS isochronal area centre of
masses from manual and automatic maps. The effective RF ablation site was defined
as that location where ablation terminates the clinical arrhythmia. LVOT activation
maps were not considered for this specific measurement because they did not fulfil the
6 mm filling threshold criteria as they had lower density of mapping points, compared
with the RVOT maps.

Comparison between different populations is given by the Wilcoxon-Mann-Whitney
test for continuous variables and by the Fisher’s exact test for categorical variables. A
p-valueď 0.05 was required for considering results of statistical significance. Sensitivity
Se, specificity Sp and the accuracy Acc of the SOO identification have been computed
as:

Se “
TP

TP ` FN
, (2.24)

Sp “
TN

TN ` FP
, (2.25)

Acc “
TP ` TN

TP ` FP ` TN ` FN
, (2.26)

where TP stands for the number of true positives meaning the number of LVOT SOO
patients correctly identified, TN stands for the number of true negatives meaning the
number of RVOT SOO patients correctly identified, and FP and FN stand for the
number of false positives and false negatives, meaning the number of miss identifica-
tions of RVOT and LVOT SOO patients, respectively.

2.4.5 Results

Characteristics of the Patient Sample

Eighteen patients were included in the study (50 % males, mean age 56.3 ˘ 16.6 years,
33.3 % hypertensive). Table 2.6 summarizes the baseline clinical characteristics of the
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Table 2.6: Baseline clinical characteristics of the studied patient sample. Values are given in mean ˘
SD and median [1st quartile,3rd quartile] or number and (%), when appropriate.

Entire population RVOT SOO LVOT SOO
p-value1

(n “ 18) (n “ 6) (n “ 12)

Age (years)
56.3 ˘ 16.6 51.5 ˘ 15.8 58.8 ˘ 17.1

0.372
58 [45,72] 45 [39,69] 60 [53,72]

Male sex, (n) 9 (50) 2 (33.3) 7 (58.3) 0.244

Hypertension, (n) 6 (33.3) 1 (16.7) 5 (41.6) 0.256

Mapping points (n)
175 ˘ 61 172 ˘ 47 177 ˘ 69

1.000
169 [120,240] 155 [148,181] 183 [112,247]

Total RF applications (n)
6 ˘ 6 2 ˘ 2 7 ˘ 7

0.259
3 [1,8] 2 [1,3] 4 [1,12]

RF application on RVOT (n)
3 ˘ 4 2 ˘ 2 3 ˘ 4

0.556
2 [0,4] 2 [1,3] 1 [0,5]

1 refers to the comparison between RVOT and LVOT SOO.

Table 2.7: Distance from the 10 ms EAS isochronal area to the effective RF ablation site and inter-
EAS area distance measured from the RVOT origin population.

Distance to the effective RF site (mm) Inter-EAS isochronal
Patient Manual Automatic area distance (mm)

1 4.3 3.1 2.8
2 9.1 12.4 7.2
3 11.5 8.8 6.8
4 7.2 8.1 10
5 2.7 2.7 0
6 5.3 4.1 6.6

patient sample. Ablation was successful in all these eighteen patients, twelve of them
in the LVOT (9 in left/right coronary cusp and 3 in subvalvular LVOT) and six in the
septal RVOT. The median [interquartile range] number of RF applications was 3 [1,8]
and mean RF time was 6 ˘ 6.7 minutes. No complications were observed.

Identification of the Earliest Activation Site

Table 2.7 shows the distance of the identified 10 ms EAS isochronal area centroid
from manual and automatic activation maps to the effective RF application point as
well as the distance between automatic and manual EAS area centroids. Automatic
and manual activation maps have similar distance with respect to the effective RF
application point (difference of distances: 0.15 ˘ 2.08 mm, p “ 0.859) and short
distance between them (5.55 ˘ 3.56 mm).
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Table 2.8: Map descriptors measurement from manual and automatic activation maps. Data are
shown as mean ˘ SD and median [1st quartile,3rd quartile].

Map descriptor Measurement
Entire population RVOT SOO LVOT SOO

p-value1
(n “ 18) (n “ 6) (n “ 12)

10 ms isochronal
area (cm2)

Manual map
3.83 ˘ 3.03 2.77 ˘ 2.52 4.37 ˘ 3.22

0.157
2.30 [2.00,5.20] 2.05 [1.50, 2.30] 3.85 [2.30, 5.80]

Automatic map
2.44 ˘ 1.99 3.10 ˘ 2.67 2.11 ˘ 1.59

0.767
1.95 [0.80,2.70] 2.25 [0.70,5.50] 1.65 [0.90,2.65]

p-value2 0.117 0.971 0.040

10 ms isochronal
area longitudi-
nal/perpendicular
ratio

Manual map
1.38 ˘ 0.85 1.97 ˘ 0.88 1.08 ˘ 0.67

0.019
1.06 [0.73,1.63] 1.90 [1.12,2.63] 0.82 [0.72,1.31]

Automatic map
1.27 ˘ 0.71 2.01 ˘ 0.44 0.90 ˘ 0.48

0.001
1.00 [0.74,1.83] 1.99 [1.72,2.38] 0.80 [0.58,1.00]

p-value2 0.740 0.937 0.544

1 refers to the comparison between RVOT and LVOT SOO.
2 refers to the comparison between manual and automatic map measurements.

Assessment of Map Descriptors Measurement and Origin Identification

Table 2.8 shows the measurements of the map descriptors obtained from manual and
automatic activation maps. In the LVOT population, statistically significant differ-
ences were observed in the size of the 10 ms EAS isochronal area determined from
automatic vs. manual activation maps. Automatic maps provide smaller 10 ms EAS
isochronal areas compared with the manual maps (2.11 ˘ 1.59 cm2 vs. 4.37 ˘ 3.22
cm2, respectively, p = 0.040). The rest of map descriptor measurements showed no
statistically significant differences between automatic and manual activation maps.

Map descriptors were compared in their ability of distinguish between RVOT and
LVOT origin (see Table 2.8). The 10 ms isochronal area longitudinal/perpendicular
diameter ratio differs significantly between RVOT and LVOT populations, whether
measured from the manual activation maps (1.97 ˘ 0.88 vs. 1.08 ˘ 0.67, p = 0.019)
or from the automatic activation maps (2.01 ˘ 0.44 vs. 0.90 ˘ 0.48, p = 0.001).

Figure 2.13 and Table 2.9 illustrate the SOO identification. The size of the 10
ms EAS isochronal area distinguishes better between RVOT and LVOT populations
if measured from manual activation maps with 83 % sensitivity and 67 % specificity
using an optimal threshold for area ě 2.2 cm2. However, superior SOO identification
performance has been achieved by the 10 ms isochronal area longitudinal/perpendic-
ular diameter ratio measured either from manual or automatic activation maps. More
specifically, the best SOO identification performance is obtained from the automatic
activation map, with 92 % sensitivity and 100 % specificity using an optimal thresh-
old for the longitudinal/perpendicular diameter ratio ď 1.27, which yields in a SOO
identification accuracy of 94 % in the studied patient sample.
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Table 2.9: LVOT SOO identification performance of the map descriptors measured from manual and
automatic activation maps.

Map descriptor Classification characteristics Manual map Automatic map

10 ms isochronal
area

Optimal threshold (cm2) 2.2 2.5

Sensitivity (%) 83 33

Specificity (%) 67 67

Accuracy (%) 77 44

AUC 0.72 0.48

10 ms isochronal
area longitudi-
nal/perpendicular
ratio

Optimal threshold 0.91 1.27

Sensitivity (%) 58 92

Specificity (%) 100 100

Accuracy (%) 72 94

Hypothesis-based threshold 1 1

Sensitivity (%) 67 67

Specificity (%) 83 100

Accuracy (%) 72 78

AUC 0.84 0.94

As explained in section 2.4.2, VAs arising from the RVOT are expected to show
a preferential activation in the longitudinal direction whereas those arising from the
LVOT should show slower and less preferential longitudinal activation. This hypoth-
esis allows establishing a comparison between both AM modalities (i.e. manual and
automatic) using a hypothetical threshold for LVOT SOO identification ď 1 for the
10 ms isochronal area longitudinal/perpendicular diameter ratio. This the decreases
automatic maps’ performance on SOO identification to 67 % sensitivity, 100 % speci-
ficity and 78 % accuracy, which remains slightly superior to the performance obtained
from manual activation maps (67 % sensitivity, 83 % specificity and 72 % accuracy).
This superiority is consistent with the higher area under the curve (AUC) observed for
automatic activation maps (0.94) compared with the manual activation maps (0.84).

2.5 Discussion

There is no clear consensus regarding the measurement of LATs in b-EGMs [55, 80],
especially when fractionated or split potentials are present [49]. However, detection
of the EAS by locating the onset of the b-EGM has been shown to be useful for
the treatment of focal arrhythmias [80, 99]. Some definitions of the activation onset
[55] seem to be arbitrary as they depend on the amplitude scale of the activation.
Hence, the identification of the activation onset for LAT computation in AM is a
strongly observer-dependent task that complicates the selection of a reliable reference
annotations for evaluation.
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Figure 2.13: SOO identification by map descriptors, measured from manual and automatic activation
maps (left and right column of panels, respectively): a) 10 ms EAS isochronal area and b) 10 ms EAS
isochronal area longitudinal/perpendicular diameter ratio. Top panels show scatter plots by SOO
(red dots: LVOT SOO, blue dots: RVOT SOO). Black dashed line indicates the optimal threshold
for SOO identification. Bottom panels show the corresponding receiver operation curve where big
dots indicate the optimal point for SOO identification.
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EAM systems are useful tools for cardiac mapping as they allow to have a 3D
location of the mapping catheter within the patient’s heart combined with the electrical
properties of the cardiac substrate [49]. However, they do not provide automatic
measurement of LATs using the b-EGM activation onset. Therefore, this must be
made manually by the operator, turning it into a highly time-consuming task.

In this chapter, an automatic envelope-wavelet EGM detector and delineator for
AM of focal VTs is introduced. The complete process is the combination of a two-step
signal analysis. First, detection and delineation of the beat of interest in the surface
ECG is performed. The second step uses this delineation as a basic window for the
EGM delineation algorithm. The presented algorithm exploits the DWT time-scale
characteristics of the EGM activation envelope signal in order to identify the b-EGM
activation onset for automatic AM. As a secondary result, the end of the activation is
delineated using a systematic approach. Moreover, spatiotemporal information of close
mapping points with morphologically similar signals is combined in order to obtain
more reliable activation maps.

Evaluation was conducted by means of two different studies. First, a detection
performance study where a controlled database with annotations from different experts
was used in order to evaluate the accuracy of the algorithm in identifying the onset
of b-EGMs for AM. Second, the presented algorithm was evaluated in a clinical
study where its ability to generate activation maps helping in the decision process
for ablation interventions was assessed. In both cases, the performance of manual
annotations performed during the ablation procedure were taken as a reference for the
current achieved performance.

2.5.1 Algorithm Performance

In this part of the study, a good agreement between the proposed method and a gold
standard built from expert annotations was obtained. The error compared with the
combination of annotations from two experts is 1.20 ˘ 10.72 ms and correlation with
the evaluation reference is high (ρs “ 0.94 and ρc “ 0.93). The error bias is low and
positive, meaning that the automatic method provides slightly later LATs than the
reference. In terms of the accuracy of the annotations, 76 % of the evaluated mapping
points are considered as accurate or highly accurate.

Annotation errors show to be higher in the subset of mapping points with bipolar
voltage < 0.5 mV (´11.01 ˘ 15.01 ms). This points out the fact that identifying
the b-EGM onset in low-voltage signals is a difficult task. Higher differences between
experts have also been found for this sub-set of mapping points (0.79 ˘ 8.48 ms).

Additionally, the error increases up to 1.82 ˘ 12.38 ms and the correlation decreases
to ρs = 0.92 and ρc = 0.91 when only the annotation set from a single expert is
considered as reference.

The automatic method does not perform better than the on-procedure annotations
when compared with the evaluation reference (error of -2.80 ˘ 6.01 ms and ρs =
0.97). The negative error bias indicates that the on-procedure annotations provide
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slightly earlier LATs than the reference. Moreover, 90 % of the evaluated mapping
points are considered as accurate or highly accurate annotated. On the other hand, the
difference annotation for low-voltage EGMs compared to the inter-expert variability
suggests high similarity to one of the reference experts in those low-voltage EGMs.

Figure 2.14 illustrates four representative examples of activation maps obtained
with all the LAT annotation sets of the studied database for detection performance
evaluation. In those examples, a concentric spreading of the activation is more clear
and uniform at the automatic reconstructed map, as it would be expected in case of
focal activity [6]. The EAS is identified from all maps (automatic and manual maps) in
the same location: septal part of the tricuspid annulus for map #1; lateral (anterior)
part of the RVOT for maps #8, #9 and septal part of the RVOT for map #10 (see
Fig. 2.14). The effective RF ablation point (red spheres pointed by white arrows) lies
within the two first isochronal areas in all cases. Nevertheless, it must be noted that
having an annotation error of ´0.09 ˘ 6.85 ms, 4.04 ˘ 10.62 ms, 4.12 ˘ 12.07 ms and
3.29 ˘ 11.17 ms for maps #1, #8, #9 and #10 respectively, does not result in a lack
of precision in determining the EAS for ablation of focal VAs.

In terms of computational cost, the proposed algorithm detects the b-EGM activa-
tion onset in 109 ˘ 7 ms, a small percentage of the total processing time per mapping
point (791 ˘ 26 ms). It also should be noted that the computation time associated
to the surface ECG delineation can be neglected in real applications since it can be
performed online by current EAM systems. Manual annotation of each b-EGM was
reported to be performed within 3 to 4 seconds per point. Moreover, the larger part of
the acquisition time is due to the necessary operations of the physician for positioning
and stabilizing the catheter and the occurrence of a PVC beat matching the clinical
VA during the intervention. Therefore, the computational time of the proposed signal
processing method can be considered appropriate for its use in EAM systems.

2.5.2 Clinical Application

In RVOT SOO patient maps, the location of the 10 ms EAS isochronal area centroids
in manual and automatic activation maps are 5.55 ˘ 3.56 mm apart, illustrating the
accuracy of the automatic algorithm for providing precise localization of the EAS
isochronal area. Additionally, the distance from the 10 ms EAS isochronal area to the
effective RF application site of manual and automatic activation maps showed to be
similar (difference: 0.15 ˘ 2.08 mm, p = 0.859). Therefore, these results illustrate that
the automatic detector is as accurate as manual LAT identification for the purpose of
ablation of focal VAs.

The measurement of the activation pattern descriptors show statistically significant
differences for the size of the 10 ms EAS isochronal areas in LVOT population obtained
from the automatic maps, which shows to be smaller than those measured from the
manual maps. This may come from: 1) the complex anatomical relationship between
LVOT and RVOT structures [6,101,102] and/or 2) far-field signals measured from the
LVOT at RVOT level, which are usually shown as low amplitude baseline drifts in the
bipolar EGM signal that are difficult to distinguish by the automatic algorithm from
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Figure 2.14: Representative examples of activation maps with zoom view of the EAS (white square):
a) using the on-procedure annotation set, b) using the averaged off-procedure annotation set and c)
using the automatically detected LATs. LATs are shown in 10 ms isochronal areas colour-coded
from red (earlier) to pink (later). White small spheres indicate location of mapping points whereas
white big spheres indicate anatomical reference points. Pointed red spheres indicate location of RF
delivery. Orange spheres indicate HPS, cyan spheres indicate double EGMs, blue spheres indicate
end of sheath, black spheres indicate a point of interest, green spheres indicate manually introduced
annotations and grey spheres indicate discarded points. Ap: apex, AP: anterior-posterior OT: outflow
tract, PA: posterior-anterior, TA: tricuspid annulus.
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baseline noise level. Therefore, the LAT detection in LVOT SOO with septal activation
at RVOT level supposes a challenge for automatic AM. The rest of evaluated map
descriptors show no statistically significant differences measured from automatic or
manual activation maps.

Regarding the SOO identification, the 10 ms isochronal area longitudinal/perpen-
dicular diameter ratio, measured either from manual or automatic activation maps,
shows the higher LVOT SOO identification performance in the current patient sample.
The best performance was obtained from the automatic activation map by using a lon-
gitudinal/perpendicular diameter ratio threshold ď 1.27, yielding 92 % sensitivity and
100 % specificity compared with 58 % sensitivity and 100 % specificity using a smaller
longitudinal/perpendicular diameter ratio threshold (ď 0.91). For SOO identification,
it is desirable to have very high specificity while preserving sensitivity as high as pos-
sible, avoiding an unnecessary retrograde aortic approach for LVOT and aortic root
mapping, which can increase the complication rate of OT ablation procedures.

These optimal thresholds for SOO identification using the 10 ms isochronal area
longitudinal/perpendicular diameter ratio represent slightly different activation pat-
terns at automatic and manual activation maps. On the one hand, the optimal ratio
threshold found for automatic maps (ď 1.27) shows a slightly longitudinal dispersion
of the activation of the 10 ms isochronal area at the septal RVOT from some LVOT
cases of the studied patient sample with automatic LAT detection. On the other hand,
the optimal ratio threshold for manual maps (ď 0.91) shows an opposite behaviour
indicating that some RVOT cases with septal activation of the studied patient sample
show a slightly perpendicular dispersion of the activation of the 10 ms isochronal area
with manual LAT identification.

Nevertheless, this dispersion is not critical because both optimal thresholds are
concordant with the obtained in previous studies [99, 103]. In that regard, an eval-
uation of the SOO identification performance was conducted based on the rationale
of the 10 ms isochronal area longitudinal/perpendicular diameter ratio measurement.
Therefore, a hypothesis-based threshold allows comparing the performance of both
mapping modalities with slightly superiority of the activation maps created with the
introduced automatic LAT detector in the studied patient sample. Representative ex-
amples of the resulting automatic activation maps and the differences in EAS shapes
between RVOT and LVOT populations are illustrated in Fig. 2.15.

Moreover, the obtained performance on SOO identification is inferior to the per-
fect identification reported by Herczku et al. [99], which was achieved using only the
10 ms isochronal area longitudinal/perpendicular diameter ratio. On the other hand,
using the diameter ratio in a study with larger patient sample, Acosta et al. [103]
reported similar results to that obtained by using the hypothesis-based threshold (77
% sensitivity and 100 % specificity). In their work, SOO identification achieved 91
% sensitivity and 100 % specificity with the inclusion of a decision tree which in-
corporates the distance from the 10 ms EAS isochronal area to the pulmonary valve
plane [103]. Additionally, automatic AM allows faster and observer-independent mea-
surements, and has been shown to be superior to manual mapping for idiopathic VA
SOO identification in the studied patient sample.
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2.5.3 Comparison with Other Methods

El Haddad et al. proposed an algorithmic detection of the onset and end of b-EGM
signals based in a 4-state algorithm [81, 82]. This approach identifies the activation
onset and end by counting the samples where a rectified band-pass filtered b-EGM
signal is above or below a set of thresholds adapted to the studied database by trial-
error process and was evaluated by visual inspection in a small set of EAM points
from randomized patients.

Due to the lack of standard databases with reference annotations by expert physi-
cians, the comparison of both methodologies is rather difficult. Moreover, the intro-
duced envelope-wavelet detector and delineator shows a simplest and direct relation
between threshold factor γo and annotation outcomes, making it more simple to be
adjusted to the desire point of operation, whereas for the same process in [81, 82] it
may imply tuning up to 4 different parameters which close interplay between them
and detection outcomes become less predictable.

Additionally, in the present state of the art, there are not yet public reports
about LAT identification performance from the newly released CONFIDENSE module
(Biosense Webster, Inc., Diamond Bar, CA, USA) for CARTO system. Therefore,
can neither be included in order to evaluate the LAT detection performance of the
introduced wavelet-envelope detector and delineator.

2.5.4 Limitations

In the introduced wavelet-envelope detector and delineator algorithm, threshold factors
and searching intervals were selected based on empiric electrophysiological background
and technical experience with surface ECG detection and delineation. Therefore, this
entails a limitation since no sensitivity analysis has been performed in order to assess
the effects of variation of these threshold factors.

Regarding the clinical application of the introduced wavelet-envelope detector and
delineator algorithm, the evaluation database represents a very limited amount of pa-
tients with unbalanced classes (6 RVOT vs. 12 LVOT). This yields in stair-shaped
receiver operation curves, as illustrated in Fig. 2.13, which may explain the slight
differences of optimal threshold values obtained in the studied patient sample when
compared with the bibliography [99, 103]. Moreover, half of LVOT SOO cases had
ablation performed in both RVOT and LVOT, which may also contribute to the dif-
ferences in optimal threshold values. This fact illustrates the difficulties of the SOO
identification because of the complex anatomical relationships between OTs that yields
in RF applications at the same level in both structures for termination of the clin-
ical VA. Another possible source of error may come from the size of the mapping
catheter tip used for mapping and ablation in this patient sample (3.5 mm), which
may sense far-field from the other side of the septal separation between OTs. The
usage of catheters with smaller electrodes may also improve both signal quality and
local electrical activity measurements.
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2.6 Conclusion

This chapter presents an envelope-wavelet detector and delineator to identify the
b-EGM activation onset for automatic AM during focal VTs. It has been tested
in two different databases assessing its precision and usefulness in clinical conditions.
If integrated with EAM systems, could help physicians and companion technicians to
reduce signal acquisition time and intervention since it is able to automatically identify
the b-EGM activation onset in less than one second. Moreover, it could eventually be
more beneficial when applied on EAM data acquired with multi-electrode catheters.
These catheters acquire multiple EGM signals at one single beat, thus allow to gen-
erate high-density activation maps in a short amount of time. Therefore, the benefits
of those multi-electrode catheters cause that the creation of accurate activation maps
based on LAT onsets becomes unaffordable without automatic or semi-automatic sig-
nal processing techniques.
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3.1 Introduction

3.1.1 Atrial Fibrillation

The first mention to AF was done by Thomas Lewis in the beginning of the 20th cen-
tury [104]. AF is a supraventricular arrhythmia which is characterized by an irregular
activation of the atrium (400-700 beats/minute) and irregular ventricular response.

61
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V1

II

V5

Figure 3.1: Example of ECG recording during AF (from top to bottom, leads: V1, II and V5) showing
f waves (especially noticeable in lead II) and irregular ventricular response. Reproduced and modified
from [106].

Electrocardiographically, AF shows absence of distinct repeating P waves substituted
by continuous electrical activity called “f waves” and irregular occurrence of QRS
complexes [4, 38,105,106], as illustrated in Fig. 3.1.

AF is the most common form of sustained arrhythmia in clinical practice [2,38,59,
106], affecting between 1 to 2 % of general population, with an increasing incidence
due to population ageing [2, 59]. It is responsible of one third of the hospitalizations
in cardiac arrhythmias units [106] and therefore, AF is becoming an epidemiological
threat affecting patient’s quality of life [107–109].

The mechanism underlying the initiation and perpetuation of AF are still under
investigation. Moe et al. [39] first proposed the wavelet hypothesis underlying the
initiation and perpetuation of AF, describing the presence of multiple propagating
wavelets sustaining the fibrillation process, which was experimentally proved later by
Allessie et al. [40,41]. Other proposed mechanisms include driving foci, mainly located
at the pulmonary veins [42], reentries [43,44], longitudinal conduction dissociation [46]
and transmural conduction of fibrillation waves between epi- and endocardial atrial
layers [45]. However, the complete phenomena are not yet fully understood [43],
limiting the optimal treatment of patients.

3.1.2 Activation Mapping of Atrial Fibrillation

AM is the most commonly used method for visualization and study of cardiac arrhyth-
mias [110]. During haemodynamically stable and regular tachycardia, activation maps
can be created after sequential recording of EGMs and detected LATs can be referred
against a fiducial point in a simultaneously recorded surface or intracardiac signal, as
introduced in section 2.1.1 [6, 49, 79, 80]. However, during irregular tachycardia like
AF, simultaneous mapping is needed due to the non-repetitive nature and complexity
of the arrhythmia [43].

Multi-electrode mapping catheters lack spatial resolution during more complex
atrial activity due to electrode sparsity and bad wall contact [111]. For high-density
mapping of more complex AF, a high-density MEA mapping sensor is needed [43].
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Detection of LATs from u-EGMs is related to the steepest negative slope (dV {dt)
as a result of an activation wave under-passing the recording electrode [6, 53–56] (see
Fig. 2.2(a)). The recorded signals using MEA sensors can be displayed into a matrix
whose elements are related to the electrode locations on the mapping array, thus,
displaying the LATs detected from each of the electrodes allow to create activation
maps which show the propagation of cardiac activation [41,43].

3.1.3 Motivation

The construction of high-density activation maps based on individual u-EGM signal
LATs ignores the information embedded in the morphology of the u-EGM signal, thus
reducing this information to a time-event signal. This chapter introduces a spatiotem-
poral approach which uses the information retained in the u-EGM signal shape in
order to estimate and construct robust and spatially consistent high-density activa-
tion maps. The proposed approach iteratively fits an activation pattern model to the
acquired cardiac activity and reconstructs the activation map as the combination of
contributions from different isotropic focal activation sources.

3.2 Spatiotemporal Activation Mapping Algorithm

3.2.1 Algorithm Overview

Before algorithm starts, a 100 ms signal excerpt that includes a complete activation
across the MEA sensor is selected and the mapping array is segmented into overlapped
groups of 5ˆ5 electrodes (area 64 mm2), being this the size of the analysing mask. For
notation, sirns stands for the recorded u-EGM signal corresponding to the ith electrode
from the 5ˆ5 group under analysis, i “ 1...25, and ŝirns denotes the modelled u-EGM
signal corresponding to the same ith electrode located in the cardiac tissue model.
The flow of the processing steps is described below:

L1: For each 5ˆ5 group of electrodes:
1. Estimate conduction velocity and initial focus location.
2. Generate activation pattern and ŝirns.
3. Compare each sirns against each ŝirns.

L2: While the similarity is below a given threshold or the
maximum number of iterations is not reached
a) Compute new focus location for next iteration.
b) Generate new activation pattern and ŝirns.
c) Compare each sirns against each ŝirns.

End of loop L2.
End of loop L1. Go to step 1 unless all 5ˆ5 groups have been
already analysed.
4. Activation map reconstruction.
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3.2.2 Activation Propagation Pattern and Tissue Model

Without loss of generality, the simplest activation pattern can be considered as a
single focal point generating an activation wavefront concentrically spreading with
uniform conduction velocity. In a 2-dimensional plane, the wavefront coordinates
wf ,vrn, θs “ rwxrn, θs, wyrn, θss

J created by a circular activation pattern with center at
the focus location f “ rfx, fys

J at a time instant n can be described by the parametric
form:

wf ,vrn, θs “

„

wxrn, θs
wyrn, θs



“

„

fx
fy



` v ¨ n ¨

„

cospθq
sinpθq



, (3.1)

where θ P r0, 2πq and v stand for the conduction velocity of the medium. Note that
wf ,vrn, θs is the expression of a circumference of radius v ¨n centred at f . Hence, (3.1)
defines a circular activation pattern from a single focus, becoming approximately a
planar wave when the focus is located far away from the observer scope.

The activation pattern was introduced into a uniform double layer (UDL) model
using the boundary element method [112]. The UDL models a square planar slice of
atrial tissue of 12ˆ12 mm and 2 mm thick, in agreement to the average thickness of
the human atria [113]. For simplicity, epicardial and endocardial conduction velocities
were assumed to be equal [114]. Consequently, the modelled activation propagates in
parallel and at the same velocity in both epicardial and endocardial sides of the UDL
model.

3.2.3 Modelling Unipolar Electrogram Signals

A virtual multi-electrode array (v-MEA) sensor with 5ˆ5, 2 mm spaced, circular
electrodes, mimicking the real MEA, was placed on the epicardial side of the UDL
enabling calculation of electrical activity during activation. Each ith virtual electrode
of the v-MEA has a spatial location ei “ rxi, yis

J. The infinite medium potential
generated by a UDL at a time instant n and position ei is given by [112]:

ŝirns “ ´
Vd
4π

Ωei
rns, (3.2)

where Vd stands for a constant value called double layer strength of the UDL [112] and
Ωei
rns stands for the solid angle of the surface created by the activation wavefront

wf ,vrn, θs and subtended within the UDL at ei, as illustrated in Fig. 3.2. This solid
angle Ωei

rns can be computed numerically by dividing the wavefront surface into
triangular elements and summing the solid angles subtended by each surface element
using the plane triangle formula [115].

Equation (3.2) describes the electrophysiological behaviour of local u-EGMs re-
corded from the myocardium. The potential ŝirns increases when the activation wave-
front approaches the recording electrode, shows a fast downward slope when the wave
underpasses the electrode and goes back to baseline when the wave continues propa-
gation [6, 53, 54, 56, 112]. The amplitude of this fast downwards slope is proportional
to the double layer strength Vd [112]. Hence it can be estimated from the measured
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Figure 3.2: Schematic in: a) perspective view and b) lateral view, of the solid angle Ωei obtained at
electrode position ei from a circular activation pattern wf ,vrn, θs subtended within a UDL shown as
a closed grey strip.

u-EGM signals as the mean value of all amplitude difference between the positive and
negative deflection (i.e., the R-wave and S-wave, respectively). This constant value
does not affect the rest of spatiotemporal features of ŝirns, and therefore has been set
arbitrarily to Vd = 1.

3.2.4 Estimation of Tissue Conduction Velocity

To use the propagation model (3.1), the conduction velocity of the cardiac tissue
v needs to be estimated from recorded u-EGMs. Estimation of conduction velocity
from invasive data is an already addressed problem (e.g. in [41, 116–118]), although
difficult due to the spatiotemporal changes of cardiac tissue properties, especially
during irregular tachycardias [116].

Estimation of conduction velocity based on LATs can be sensitive to detection
errors. Therefore, an alternative approach inspired in that presented by Fitzgerald et
al. [117] is used. The time delay δi between each u-EGM sirns and the central electrode
of the 5ˆ5 group being analysed srrns is obtained by maximizing the normalized cross-
covariance function:

δi “ arg max
m

tCi,rrmsu , (3.3)

Ci,rrms “

ř

npsirns ´ s̄iqpsrrn`ms ´ s̄rq
a

ř

npsirns ´ s̄iq
2
ř

npsrrns ´ s̄rq
2
, (3.4)

where s̄i and s̄r stand for the mean value of sirns and srrns, respectively; and m
represents the time lag between signals.

The next step involves the parametric estimation of the conduction velocity for the
5ˆ5 electrode analysing mask while avoiding the possible effect of electrode bad con-
tact, noise or conduction blocks. A biquadratic model is fitted to the delays measured
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from each 3ˆ3 sub-group of electrodes at k “ 1...4 corners of the complete 5ˆ5 group
following [116]:

Dkpx, yq “ a1 ` a2x` a3y ` a4xy ` a5x
2 ` a6y

2, (3.5)

where a1...a6 are the coefficients of the bi-quadratic model estimated in the least square
sense [116]. Only those fitted models with root mean square error (RMSE) ď 1.5 ms
were considered valid [114]. Then, the velocity vector field can be obtained by partial
differentiation of Dkpx, yq following [116]:

v̂kpx, yq “

„

dx
dDk

dy
dDk



“

»

–

9Dk
x

p 9Dk
xq

2`p 9Dk
yq

2

9Dk
y

p 9Dk
xq

2`p 9Dk
yq

2

fi

fl , (3.6)

where 9Dk
x “ BD

kpx, yq{Bx and 9Dk
y “ BD

kpx, yq{By. The estimated velocity vectors v̂k
i

were obtained by evaluating (3.6) at each electrode location rxi, yisJ. Then, for each
kth 3ˆ3 sub-group of electrodes, an estimated conduction velocity is obtained for all
i P kth corner as:

v̂k “ median
 

}v̂k
i }
(

. (3.7)

Finally, the conduction velocity v̂ for the complete 5ˆ5 group of electrodes is
estimated by averaging v̂k from each of the K ď 4 corners with valid model fitting:

v̂ “
1

K

K
ÿ

k“1

v̂k. (3.8)

3.2.5 Focus Initialisation

The focus location f in (3.1) is estimated by means of the iterative algorithm introduced
in section 3.2.1. The initialisation process of f (step 1) is explained in this section.

The relation between the amplitude of the R-wave and S-wave of the u-EGMs is
influenced by wavefront curvature and distance to the source of activation [6, 114].
A QS morphology (i.e., absence of R-wave) indicates that the electrode is located at
the origin of the activation whereas RS morphology (i.e., equal R-wave and S-wave
amplitudes) indicates activation by a planar wave [6, 53–56], as illustrated in Fig.
3.3. In order to take into account these characteristics, for each ith electrode signal
sirns, the R-S ratio has been quantified as the difference between R-wave and S-wave
amplitude normalized by the peak-to-peak amplitude of the u-EGM signal [114]:

Ri
RS “

|Ri|´ |Si|
|Ri|` |Si|

, (3.9)

were Ri and Si stand for the R-wave and S-wave amplitudes of sirns. This ratio ranges
from ´1 to 1, where negative values show predominance of S-wave over R-wave and
vice versa [114].
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Figure 3.3: R-to-S ratio evolution with distance to the activation focus: the u-EGM measured at site
1 has pure S-wave morphology, thus is located at the source of the activation (indicated by a star);
site 2 has nearly QS morphology (Ri

RS “ ´0.9) and since sites 3 and 4 are distal from the source of
activation, the measured u-EGM signal at those sites evolves to an RS morphology. The grey dashed
line indicates the zero level. Curved lines show the evolution of the activation wavefront in 5 ms
time-steps.

The initial focus f0 is set to the location of the electrode imin that minimizes the
combined criterion:

imin “ arg min
i

 

δi `Ri
RS

(

; (3.10)

which favours an electrode location with early activation and negative R-S ratio.

3.2.6 Iterative Model Optimization Algorithm

An iterative algorithm modifies f optimizing the fitting of the u-EGM signals derived
from the propagation model (3.1) to the recorded data, while the conduction velocity
v̂ estimated in section 3.2.4 remains unmodified.

The focus location is initialized at f0 and updated in each iteration l following

fl`1 “ fl `∆ ¨ ul ¨∆t, (3.11)

where ∆ represents the update step, ∆t the signal time resolution and ul is the unit
update vector towards the direction that improves the synchronization between the
modelled and recorded u-EGMs. The update step is set up as ∆ “ v̂ therefore, in each
iteration, f changes according to the distance that the activation wavefront travels in
∆t ms. A schematic block diagram of this model optimization is shown in Fig. 3.4.
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Figure 3.4: Schematic of the model optimization algorithm: signals are derived from the modelled
propagation pattern under test and compared against the acquired u-EGM signals. Then, the al-
gorithm decides a new focus location and the new pattern is tested. Direction vectors rd, d “ 1...4
connect the center of each 2ˆ2 corner group of electrodes Gd (indicated by dashed squares) to the
activation focus fl. Vector ul stands for the update vector for the next iteration. The signal am-
plitudes were scaled for visualization purposes as indicated in section 3.2.3. Note: Characters with
arrows appear boldface in text.

The synchronization between the recorded and the modelled u-EGMs is quantified
by the delay τi, maximizing the cross-covariance function:

τi “ arg max
m

tCirmsu , (3.12)

Cirms “

ř

npsirns ´ s̄iqpŝirn`ms ´ ˆ̄siq
b

ř

npsirns ´ s̄iq
2
ř

npŝirns ´ ˆ̄siq2
, (3.13)

where s̄i and ˆ̄si stand for the mean value of sirns and ŝirns, respectively; and m
represents the time lag between signals.

Then, each 2ˆ2 sub-group of electrodes Gd, d “ 1...4, located at the corners of the
complete 5ˆ5 group of electrodes under analysis (indicated within dashed squares in
Fig. 3.4) has a “median sub-group delay” defined as:

τ̃d “ median
iPGd

tτiu. (3.14)

On the other hand, the director vector from each sub-group Gd to the focus fl is
defined as:

rd “
fl ´ gd

}fl ´ gd}
, (3.15)

where gd stands for the center coordinates of Gd.
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Finally, the unit update vector ul for the next iteration is determined by:

ul “

4
ÿ

d“1

τ̃d
ř

d|τ̃d|
rd, (3.16)

ul “
ul

}ul}
, (3.17)

whose direction depends on the sign of τ̃d.
This process is repeated until a cost function Q exceeds a threshold εQ or the

maximum number of iterations is reached. The cost function Q is defined as:

Q “ mean
i
tCir0su , (3.18)

where Cir0s stands for the normalized cross-covariance value between the ith recorded
and modelled u-EGM signals at zero delay, i.e., a measure of morphology similarity
and synchronization. Therefore, Q can be interpreted as the average resemblance level
between recorded and the signals derived from the activation pattern in test.

When Q ě εQ, the algorithm is terminated. This threshold value was set empir-
ically to εQ “ 0.85. In case the algorithm meets the maximum number of iterations
without reaching the threshold for Q, the location fl with maximum Q is chosen.

The algorithm embeds protection against oscillating solutions, avoiding getting
stuck in local maxima by means of: 1) Inertia movements that increase the value ∆
in (3.11) by 10 % during a maximum of 5 iterations while Q is not increasing and
use the update vector ul of the last iteration l which increased Q; and when inertia
movements do not increase Q after 5 iterations, it uses 2) random transition vectors
which move the focus location fl in random perpendicular directions to ul, replacing
those random perpendicular vectors the update term ∆ ¨ ul in (3.11).

As an overview, for each 5ˆ5 group of electrodes, the algorithm outcomes are: the
estimated conduction velocity v̂, the final focus location fl, and the final cost function
Q value which evaluates the solution fitting. Additionally, “loci maps”, which display
the direction of local propagation, can be built by representing the focus location fl
for each 5ˆ5 group of electrodes in the MEA.

3.2.7 Reconstruction of Activation Maps

After analysing all the 5ˆ5 groups of electrodes available in the complete MEA sensor,
the activation sequence is obtained as explained in this section.

Each jth electrode, j “ 1...124, of the MEA sensor lies in h “ 1...hj different
5ˆ5 groups of electrodes, and therefore has hj different LAT estimates njp1q...njphjq
and hj different cost function values Qjp1q...Qjphjq. Each njphq was identified as
the sample with maximum negative slope in the modelled signal ŝj,hrns from the jth
electrode contained in the hth 5ˆ5 group. Each u-EGM signal ŝj,hrns is obtained
accordingly to (3.2), after the substitution of v̂h and fl,h in (3.1).
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A unique LAT estimate n̂j is obtained for each jth electrode as the weighted
averaging of the individual LAT estimates using Qj as weights:

n̂j “

[

řhj

h“1Qjphqnjphq
řhj

h“1Qjphq

W

, (3.19)

where t¨s stands for the nearest integer operator.
For robust LAT estimation, the number of solutions taking part of the map recon-

struction in (3.19) were limited using the threshold ξ:

ξ “ min tµQ ´ 2σQ, 0.55u , (3.20)

where µQ and σQ stand for the mean and SD of the Q values for all analysed 5ˆ5
electrode groups, respectively. Therefore, when Qjphq ă ξ, the activation time njphq
is not considered in the computation of (3.19). The value 0.55 is set empirically as a
lower bound for Q in order to consider a reliable LAT solution.

3.3 Estimation of High-Density Activation Maps

3.3.1 Testing Database

The algorithm presented in this chapter was evaluated using clinical data obtained
from a patient admitted for open chest surgery at Erasmus Medical Center Rotterdam
(Rotterdam, The Netherlands) in whom an intraoperative electrophysiological study
was performed. The patient is a 61 years-old male with coronary artery disease (CAD)
and no history of AF, in whose echocardiographic examination revealed a normal left
ventricular ejection fraction and normal atrial dimensions. The patient was informed
and signed the consent form.

During the intervention, a custom-made high-density MEA mapping sensor (Ap-
plied Biomedical Systems B.V., Maastricht, The Netherlands) was positioned on the
epicardial wall of the left and right atrium following a sequence of epicardial locations,
as illustrated in Fig. 3.5(a). Datasets of high-density u-EGMs signals were acquired
during SR and (electrically induced) AF.

The dimensions of the MEA sensor are 3.0ˆ1.4 cm, and is composed of 128 circular
gold plated electrodes (2 mm inter-electrode distance, 1 mm diameter) organized in
an 8ˆ16 rectangular grid. Electrode channels corresponding to each corner of the
mapping array were not available for mapping and were reserved for storing surface
ECG, reference and calibration signals, resulting in 124 u-EGM signals available for
analysis (Fig. 3.5(b)). The acquired u-EGM signals were band-pass filtered (1-500
Hz) sampled and digitized at 1 kHz. The recording length during SR episodes was 5
s and 10 s during (electrically induced) AF episodes.

Automatic LAT detection was performed off-line after the procedure, using a
wavelet-based algorithm [119] and subsequently audited by an expert electrophysiolo-
gist. Therefore, the resulting LATs were considered as “gold standard” for performance
evaluation.
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Figure 3.5: Schematic of the mapping procedure in posterior view: a) anatomical location of the
MEA sensor in the atrium and b) MEA sensor used for mapping procedure. CS: coronary sinus, CT:
crista terminalis, IVC: inferior vena cava, LA: left appendage, LBB: left Bachmann bundle, LPV: left
pulmonary vein, RA: right appendage, RBB: right Bachmann bundle, RPV: right pulmonary vein,
SVC: superior vena cava.

3.3.2 Evaluation Protocol

Activation maps were classified according to the following 7 degrees of activation pat-
tern complexity, illustrated in the upper part of Fig. 3.6, the two first corresponding
to SR patterns and the rest for AF patterns:

1. Normal sinus rhythm (NSR): Normal propagation of a single wavefront within
the mapping catheter during SR (see Fig. 3.6(a)).

2. Abnormal sinus rhythm (ASR): Abnormal propagation of one or more wavefronts
within the mapping catheter during SR (see Fig. 3.6(b)).

3. Single atrial fibrillation wavefront (SAFW): Single AF wavefront propagating
within the mapping catheter whose origin is located outside the mapping array
(see Fig. 3.6(c)).

4. Breakthrough (BT): Concentric AF propagation wavefront whose focus is located
within the mapping array [45] (see Fig. 3.6(d)).

5. Atrial fibrillation wave fusion (AFWF): Two separated AF wavefronts collide
and fuse into a single wavefront (see Fig. 3.6(e)).

6. Line of Block (LB): A line of block is present in the propagation pattern of the
mapping catheter creating longitudinal dissociation of AF wavefronts travelling
at different velocities and/or directions [46] (see Fig. 3.6(f)).

7. Complex AF (CAF): Chaotic AF activation with wave interruption and multiple
lines of block (see Fig. 3.6(g)).
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The evaluation is performed by comparing the estimated LATs with those audited
by an expert electrophysiologist, showing this error as mean ˘ SD. Moreover, the
percentage of the area of the MEA sensor with valid estimated LATs is measured for
each map. Spearman’s rank correlation ρs has been computed for LAT assessment.
Additionally, Lin’s concordance correlation factor ρc [95] and Bland-Altman analysis
were used to assess agreement between the measurements. A p-value ď 0.05 was
required for considering statistical significance.

Additionally, sensitivity Se and positive predictive value P` of the detection have
been computed as:

Se “
TP

TP ` FN
, (3.21)

P` “
TP

TP ` FP
, (3.22)

where TP stands for the number of true detections, FN stands for the number of
missed detections and FP stands for the number of false detections. A tolerance of ˘
5 ms respect to the expert reference LATs was used to consider a true detection.

3.3.3 Results

Analysis of Sinus Rhythm Recordings

Table 3.1 summarizes the results obtained from the analysis of SR recordings. Note
that in contrast to recordings at RA1 to RA3, recording at position RA4 shows
abnormal SR activity suggesting a stable functional reentrant circuit (illustrated in
Fig. 3.6(b)) which is present during the complete recording time.

The global error obtained with the presented method is ´0.66 ˘ 2.00 ms across
3100 LAT measurements, thus covering the 100 % of the sensor area. A high level of
agreement is confirmed by high Spearman’s correlation (ρs = 0.98, p < 0.01) and high
Lin’s concordance correlation factor (ρc = 0.98, p < 0.01) as shown in Fig. 3.7. The
Bland-Altman analysis illustrated in Fig. 3.7(b) shows no trend in LAT estimation
(Pearson’s ρ = ´0.01, p = 0.73). Moreover, the detection performance is also high
with Se = 100 % and P` = 97.84 %. Those observations confirm the high agreement
between measurements during SR as illustrated in Fig. 3.6(a)´(b).

Analysis of Atrial Fibrillation Recordings

Table 3.2 summarizes the results obtained from the analysis of AF recordings. Note
that LB and CAF complexity levels were only present at recording RA1. The global
error obtained by evaluating a total of 28226 different LATs is´0.83˘ 6.02 ms covering
almost the complete MEA sensor area (97.99 ˘ 7.66 %). The LAT estimation has high
agreement with manual annotations indicated by Spearman’s ρs = 0.93 and Lin’s
concordance correlation factor ρs = 0.90 (p < 0.01 both). Moreover, the detection
performance is also high with Se = 97.80 % and P` = 88.36 %. Representative
examples of activation map reconstruction during AF are shown in Fig. 3.6(c)´(g).
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Table 3.1: Detection error (mean ˘ SD), Spearman’s correlation ρs, Lin’s concordance correlation
factor ρc, sensitivity and positive predictive value of comparing estimated LATs with the manual
reference in SR recordings. N/A stands for Not Applicable

Loc.
Maps LATs Area Error NSR ASR

ρs ρc
Se P`

(#) (#) (%) (ms) (#) (#) (%) (%)

RA1 6 744 100 ´0.82 ˘ 1.41 6 N/A 0.99* 0.99* 100 98.66
RA2 6 744 100 ´0.78 ˘ 0.92 6 N/A „1* 0.99* 100 100
RA3 6 744 100 ´0.44 ˘ 0.76 6 N/A „1* „1* 100 100
RA4 7 868 100 ´0.62 ˘ 3.36 N/A 7 0.97* 0.97* 100 93.43

Total 25 3100 100 ´0.66 ˘ 2.00 18 7 0.98* 0.98* 100 97.84
* indicates a p-value ă 0.01.
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Figure 3.7: Agreement evaluation between reference and estimated LATs during SR: a) scatterplot
for Lin’s concordance correlation factor ρc analysis, where pink line indicates the unit slope and b)
Bland-Altman plot where red solid line indicates mean error and red dashed lines show mean ˘ 2SD
of the error.

The Bland-Altman analysis illustrates this agreement (see Fig. 3.8(f)), showing
that the proposed method has a slight trend towards over-estimation of early LATs
and sub-estimation of late LATs (Pearson’s ρ = 0.21, p < 0.01). LAT agreement
analysis for each AF complexity level is shown in Fig. 3.8(a)´(e). A high level of
agreement is found for SAFW, BT and AFWF (Fig. 3.8(a)´(c)), whereas LB and
CAF show lower level of agreement (Fig. 3.8(d)´(e)).

The “Loci Maps”

Aside from the activation map reconstruction, an interesting result of the introduced
spatiotemporal approach is the estimation of the activation pattern origin f for a given
5ˆ5 group of electrodes of the MEA sensor. Therefore, construction of “loci maps”
is possible by plotting all estimated focus location f across the MEA sensor. Figure
3.9 shows examples of these loci maps from different activation patterns. Note that
loci maps spatially follow the potential activation wavefront evolution, providing extra
information to complement the activation map.
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Table 3.2: Detection error (mean ˘ SD), Spearman’s correlation ρs, Lin’s concordance correlation
factor ρc, sensitivity and positive predictive value of comparing estimated LATs with the manual
reference by AF recording at different levels of complexity.

Loc. Type
Maps LATs Error Area

ρs ρc
Se P`

(#) (#) (ms) (%) (%) (%)

RA1

SAFW 27 33141 ´1.05 ˘ 4.33 95.59 ˘ 13.98 0.95* 0.92* 95.42 92.87

BT 3 350 ´0.58 ˘ 4.74 97.62 ˘ 4.12 0.88* 0.80* 97.43 86.57

AFWF 3 359 ´1.91 ˘ 7.39 98.62 ˘ 1.71 0.90* 0.83* 98.26 78.55

LB 7 789 ´2.39 ˘ 15.25 91.70 ˘ 8.84 0.74* 0.67* 87.11 60.84

CAF 10 903 ´7.60 ˘ 20.26 83.36 ˘ 23.09 0.46* 0.38* 62.23 35.21

Total 50 5542 ´2.33 ˘ 11.01 92.91 ˘ 15.43 0.79* 0.68* 91.16 77.59

RA2

SAFW 44 5419 ´1.09 ˘ 3.41 99.50 ˘ 1.81 0.96* 0.95* 99.47 93.17

BT 2 238 ´3.01 ˘ 3.61 100 0.95* 0.93* 100 81.51

AFWF 15 1823 ´1.09 ˘ 4.15 99.11 ˘ 1.66 0.95* 0.95* 99.04 90.78

Total 61 7480 ´1.15 ˘ 3.63 99.42 ˘ 1.74 0.96* 0.95* 99.38 92.22

RA3

SAFW 15 1883 ´0.12 ˘ 2.94 98.55 ˘ 2.00 0.97* 0.96* 98.48 95.64

BT 43 5298 ´0.11 ˘ 3.47 99.46 ˘ 0.96 0.95* 0.95* 99.41 92.26

AFWF 2 242 0.22 ˘ 3.24 97.58 ˘ 3.42 0.92* 0.90* 97.38 92.15

Total 60 7373 ´0.10 ˘ 3.33 99.17 ˘ 1.43 0.96* 0.96* 99.10 93.10

RA4

SAFW 53 6478 ´0.16 ˘ 4.21 99.42 ˘ 1.41 0.96* 0.96* 99.35 87.90

BT 4 484 0.92 ˘ 6.70 99.57 ˘ 0.48 0.84* 0.81* 99.51 83.20

AFWF 7 865 ´0.67 ˘ 3.95 99.88 ˘ 0.31 0.96* 0.94* 99.87 90.06

Total 64 7831 ´0.14 ˘ 4.39 99.48 ˘ 1.30 0.96* 0.95* 99.42 87.84

All

SAFW 139 16871 ´0.62 ˘ 3.90 98.61 ˘ 6.43 0.96* 0.96* 98.52 91.36

BT 52 6374 ´0.17 ˘ 3.94 99.38 ˘ 1.28 0.94* 0.94* 99.33 90.85

AFWF 27 3289 ´0.97 ˘ 4.54 99.14 ˘ 1.59 0.95* 0.93* 99.06 89.36

LB 7 789 ´2.39 ˘ 15.25 91.70 ˘ 8.84 0.74* 0.67* 87.11 60.84

CAF 10 903 ´7.60 ˘ 20.26 83.36 ˘ 23.09 0.46* 0.38* 62.23 35.21

Total 235 28226 ´0.83 ˘ 6.02 97.99 ˘ 7.66 0.93* 0.90* 97.80 88.36

* indicates a p-value ă 0.01.
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Figure 3.8: Agreement evaluation between reference and estimated LATs during AF at different
complexity levels including a) SAFW, b) BT, c) AFWF, d) LB e) CAF and f) all studied maps. In
each pair of panels, the one at the left shows the scatterplot for Lin’s concordance correlation factor
ρc analysis (pink line indicates the unit slope) and the one at the right shows the Bland-Altman plot
(red solid line indicates mean error and red dashed lines show mean ˘ 2SD of the error).
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Figure 3.9: Examples of loci map merged with the estimated activation map: a) NSR, b) ASR, c)
SAFW, d) BT, e) AFWF and f) LB. LATs are colour-coded from red (earliest) to pink (latest) in
10 ms isochrones. Electrodes are shown as empty circles and each focus solution f is shown in black
dots connected with the center electrode of its corresponding 5ˆ5 group. Spatial reference is shown
with a cross.

These loci maps show different wavefront behaviour and properties, e.g., the num-
ber of wavefronts coming through the catheter and their directions (see Fig. 3.9(e)´(f)),
curved wavefronts due to potential reentrant circuits (see Fig. 3.9(b)) and tissue
anisotropy explained by small cluster of foci coming from the same place but moving
into different directions, presumably following the cardiac fibres orientation (see Fig.
3.9(a)).

3.4 Discussion

Automatic LAT detection during AF relies in the detector accuracy and often requires
manual checking. Moreover, classic LAT detection reduces the activation information
to just a binary signal which takes values whether an activation is found, rejecting
the remaining spatiotemporal information embedded in the morphology as well as the
relation between adjacent electrodes.
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This chapter introduces an integrated activation detection scheme, which takes
benefit of the relation between close u-EGMs, hence providing a spatiotemporal de-
tection of LATs for high-density activation maps in recordings using MEA sensors.
The rationale behind this technique is that it is possible to decompose a complete
(and complex) activation pattern into a combination of simpler activation patterns
fitted to small areas of the MEA sensor. The simplest activation pattern is concentric
and isotropic, and therefore only depends on the location of the activation origin and
the tissue conduction velocity.

The algorithm introduces the parameters of the activation pattern into a UDL
model of the tissue, deriving the corresponding u-EGM signals. Model pattern pa-
rameters were iteratively modified by comparing the resulting u-EGM signals against
the recorded ones in order to reach a maximum shape similarity and synchronization
between recorded and derived signals. Finally, the complete activation map is recon-
structed by combination of all solutions obtained by running this iterative process over
the complete MEA sensor.

3.4.1 Detection Performance

Mapping performance has been evaluated by comparing the estimated LATs with those
obtained manually by an expert electrophysiologist in recordings during SR and AF.
Additionally, activation maps were studied and classified based on a complexity scale,
hence providing a more complete view of the method’s behaviour and usefulness. The
used complexity classification is similar to those activation modes identified by Kuklik
and co-workers in an hypertensive sheep cardiac model [120].

The agreement between manual and estimated LATs during SR was proved to be
very high. The error was ´0.66 ˘ 2.00 ms with very high Spearman’s correlation
and Lin’s concordance correlation factor (ρs = 0.98 and ρc = 0.98, p ă 0.01 both).
An exceptional situation was found among those recordings during SR. The cranial
location of the MEA sensor over the right atrium (RA4 recording) shows full abnormal
atrial activity during SR. This activity suggests the presence of a re-entrant circuit,
identified by the proposed method, as illustrated in Fig. 3.6(b). Moreover, the novel
proposed loci maps sketch potential trajectory of the activation wavefront evolution,
suggesting the presence of a curved wavefront due to a functional reentry present
during SR (see Fig. 3.9(b)).

The LAT estimation error was of´0.83˘ 6.02 ms with high agreement with manual
annotations (ρs = 0.93 and ρc = 0.90, p ă 0.01 both) during AF. This agreement
is even higher considering the SAFW, BT and AFWF maps solely, which correspond
to the 93 % of the studied maps. However, much lesser agreement was found in
higher complexity maps (LB and CAF). Nevertheless, those types of patterns were
poorly represented in the available data (only at recording location RA1 ), limiting
the conclusions that can be obtained from those classes.

Comparing the mean error in LAT estimation with the standard error of the mean,
for each atrial rhythm and atrial location, it is shown that the proposed method
presents a statistically significant bias. However, in 80 % of SR maps and 66 % of AF
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maps, this bias is below one sampling interval and in 100 % of SR maps and 89 % of
AF maps this bias is below two sampling intervals. Moreover, it must be noted that
having a systematic bias is not crucial in activation mapping, where stability between
the measurements at different sites is pursued. This is quantified by the error standard
deviation and the correlation with the reference annotations.

3.4.2 Spatiotemporal Mapping Approach

The introduced algorithm for spatiotemporal activation mapping was possible due to
the iterative process and the small computation times of the solid angle and UDL
approaches, in contrast to the high computation times of more classic and detailed
tissue simulation approaches [121]. However, the proposed method needs manual
assistance to select the time interval in which to analyse the activation map; therefore,
the presented method is a semi-automatic approach.

Smoother and more comprehensive activation maps were obtained using the pro-
posed algorithm compared with those obtained manually, as illustrated by Fig. 3.6.
This fact is in concordance with the smoothing nature of the weighted average pro-
cess for reconstructing the final activation maps. Additionally, the modelled activation
pattern used for LAT estimation also contributes to this smoothness. As an additional
outcome of the iterative process, the loci maps appear to be an interesting tool for
assessing the activation behaviour and track the wavefront evolution in the activation
map under analysis.

3.4.3 Limitations

The isotropic concentric activation model assumes the presence of a single wavefront
at the time of mapping within each 5ˆ5 sensors analysis mask. This assumption
is not always accomplished and may be the reason behind the lower performance
observed in the more complex AF activity levels. Small lines of block or high frequency
(short wavelength) atrial activity may yield in poor estimation of the tissue conduction
velocity or small values of the cost function due to the impossibility of the activation
pattern to model the underlying activation behaviour. One possible solution is to select
a smaller group of electrodes. Reducing the analysis mask size may allow to better
estimate activations under those situations but also turns into a limitation because
the estimation of tissue conduction velocity could be less accurate and/or less robust
to data acquisition errors (i.e., non-contact of electrodes) and noise.

Another limitation is related to the studied database. Only one set of locations
coming from the same patient have been studied. It must be noted the singularity
of the data used as well as the fact that manual annotations and/or checking during
AF of 124 channels is a high time-consuming task, constraining the possible database
size. However, more than 30000 LATs combining SR and AF recordings were studied,
thus making a high amount of measurements for evaluating the proposed methodology.
Nevertheless, extension to more patients and more atrial locations is needed, especially
in those left atrial locations where more complex activity can be expected.
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3.5 Conclusion

This chapter presents an integrated spatiotemporal estimation approach that allows
to obtain smooth and comprehensive high-density activation maps and to track the
underlying wavefront evolution. Simplified local activation pattern and tissue models
are used in order to generate u-EGM signals resembling the measured activation map
using an iterative process. Results indicate high accuracy of the proposed method com-
pared against manually audited annotations during SR and AF. Therefore, although
validation was conducted using invasive data, it opens the possibility of studying high-
density activations maps with robust outcomes and the development of minimally
invasive high-density mapping.



“You’re reversing causality. Dreams
don’t trigger events-events trigger
dreams; our experiences feed our
minds.”
The Supernatural Enhancements by

Edgar Cantero

Chapter 4

Causal Characterisation of
Atrial Activity

4.1 Introduction
4.1.1 Classification and Treat-

ment of Atrial Fibrillation
4.1.2 Quantitative Methods for

Atrial Fibrillation Analysis
4.1.3 Motivation

4.2 The Predictability Framework
4.2.1 Multi-Variate Auto-

Regressive Modelling
4.2.2 Signal Pre-processing
4.2.3 The Granger Causality

and Predictability
4.2.4 Measurement Framework

4.3 Predictability Analysis of
Atrial Fibrillation

4.3.1 Testing Databases

4.3.2 Application of the Pre-
dictability Framework on
Basket Catheter Data

4.3.3 Statistical Analysis
4.3.4 Results

4.4 Discussion
4.4.1 Quantification of the Reg-

ularity of Simulated Atrial
Activity

4.4.2 Activity Tracking Capa-
bility

4.4.3 Comparison with Other
Methods

4.4.4 Limitations
4.4.5 Clinical Relevance

4.5 Conclusion

4.1 Introduction

4.1.1 Classification and Treatment of Atrial Fibrillation

Although AF is not a life threatening arrhythmia by itself, it is associated with increas-
ing risk of stroke, heart failure, dementia and mortality [38]. Clinically, AF is classified
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Figure 4.1: Classification and treatment of AF: a) classification and progression of the disease;
b) treatment cascade. ACEI: angiotensin-converting enzyme inhibitor, ARB: angiotensin receptor
blocker; CV: cardioversion, PUFA: polyunsaturated fatty acid, TE: trombo embolism. Reproduced
from [59].

into five types depending on the presentation and duration of the episode [38,59,105]
(See Fig. 4.1(a)):

1. First diagnosed AF: Every patient who has first time diagnosed AF is con-
sidered into this type, independently of the duration of the arrhythmia or the
AF-associated symptoms.

2. Paroxysmal AF: The arrhythmia episode self-terminates within 48 hours. It
may continue up to 7 days and will be highly recurrent.

3. Persistent AF: Recurrent arrhythmia episode lasting more than 7 days without
self-terminating and requires cardioversion (either external or drug-induced).

4. Long-standing persistent AF: AF lasts for more than a year when it is decided
to adopt a rhythm control strategy.

5. Permanent AF: The presence of the arrhythmia is accepted by the patient and
physician and rhythm control strategy is not pursued.

The initial evaluation of a patient must be done in terms of the aforementioned
arrhythmia classification prior to management and treatment, with importance of the
determination of the arrhythmic event onset [38,59].

Management and treatment of patients with AF aim to reduce symptoms and to
prevent severe associated complications. These therapeutic goals need to be pursued in
parallel, specially in those first-diagnosed AF cases. Antithrombotic management, rate
control and adequate therapy of concomitant cardiac diseases are first therapeutic lines
for prevention of AF-related complications. However, additional cardioversion, anti-
arrhythmic drug therapy or catheter ablation may be required to alleviate symptoms
(See Fig. 4.1(b)) [59].
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Catheter ablation is a reasonable therapy for rhythm control (i.e., maintain SR)
for those patients whose anti-arrhythmic drug therapy is ineffective. Specially, it
is justified in those paroxysmal AF patients or in those symptomatic AF patients
whose quality of life can be improved and the risk of other complications can be
reduced [59,105].

Under a focal hypothesis of initiation and maintenance of AF coming from the
pulmonary veins (PVs) [42]. PVs are the principal targets of catheter ablation, being
this approach known as pulmonary vein isolation (PVI) [105]. The PVI approach
performs linear lesions around the PV ostium close to the EAS of the PV musculature
[105]. Additionally, complex fractionated atrial electrograms (CFAEs) ablation [122,
123] and linear lesions are common complements to the PVI ablation approach [105].
However, high recurrence rates in the first 6 to 12 months occur after AF catheter
ablation due to many reasons such as PV reconnection, atrial remodelling or non-
identified non-PV-related AF sources [105].

4.1.2 Quantitative Methods for Atrial Fibrillation Analysis

Aiming to increase the efficacy and outcomes of AF catheter ablation and to assist
physicians in the decision process or in better understanding of AF mechanisms, quan-
titative EGM-based methods have been proposed. Those methods extract, process and
quantify features of the EGM signal recorded using multi-electrode catheters (either
in unipolar or bipolar configuration) pertinent to clinical AF [124–126].

In this context, some methods concentrate in the search of AF drivers assessing
fibrillation rates, either in time domain (i.e., assessing LATs; e.g., in Fig. 4.2(a))
[77,81,82,119,127–131] or in frequency domain (i.e., analysing the fibrillation dominant
frequency (DF); e.g., in Fig. 4.2(b)) [132–135]. Other methods quantify the regularity
and organization of AF for searching areas responsible of AF maintenance [130, 136–
141] (e.g., in Fig. 4.2(b)´(c)). Quantitative methods have also been proposed for
identifying and quantifying areas with CFAEs in order to assist its identification during
AF ablation procedures [142–144] (e.g., in Fig. 4.2(d)). Phase maps are also proposed
as a mapping alternative for identification of spiral waves and rotors during AF [145–
147] (e.g., in Fig. 4.2(e)). Causal relations between different atrial sites have been
proposed to quantify signal interactions using parametric models represented either in
the frequency [148,149] or in the time domain [150–153] (e.g., in Fig. 4.2(f)).

4.1.3 Motivation

Some of the quantitative approaches proposed for AF activity analysis rely on acti-
vation detection and/or does not take into consideration the spatiotemporal relation
between close electrodes. The influence of close electrodes may provide insights of the
fibrillation process and therefore may help in the guidance of ablation procedures of
AF. This chapter introduces a multi-variate predictability framework, based on the
concept of Granger causality (GC), where causal interactions (in the sense of the GC)
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Figure 4.2: Examples of quantitative EGM-based methods for AF analysis: a) wavelet LAT detection
(reproduced from [119]), b) spectral DF and regularity analysis (reproduced from [132]) c) activa-
tion morphology regularity analysis (reproduced from [138]) d) detection of CFAEs (reproduced and
modified from [142]), e) phase map identifying a rotor and tip movement (reproduced and modified
from [146]) and f) parametric analysis of AF propagation (reproduced from [148]).

between different atrial sites are analysed by considering the EGM signals as stochas-
tic processes interacting with the neighbouring atrial sites by means of an information
exchange driven by the atrial activity.

4.2 The Predictability Framework

4.2.1 Multi-Variate Auto-Regressive Modelling

Considering L-dimensional multi-variate stochastic processes S “ tS1, ..., SLu that
describe the activity of different electrodes on the atria. Each set of L simultaneous
observations spnq “ rs1pnq, ..., sLpnqs

J is assumed to be represented by a multi-variate
auto-regressive (MVAR) model of order m:

spnq “
m
ÿ

k“1

Apkqspn´ kq ` vpnq, (4.1)

where each Apkq is a LˆL whose elements are the auto-regressive coefficients aijpkq,
i, j “ 1...L, and vpnq “ rv1pnq, ..., vLpnqs

J is a multi-variate white noise process defined
by its covariance matrix Σv.
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Figure 4.3: Botteron and Smith pre-processing chain [136]: a) original b-EGM signal, b) band-pass
filtering (step 1), c) signal rectification (step 2) and d) low-pass filtering (step 3).

For a given observation spnq, the MVAR coefficients matrices Apkq were estimated
using the least-squares method [154] and the model order m was chosen in the range
1-15 as the value minimizing the Bayesian information criterion (BIC) [155]. In case
the BIC did not reach a minimum, the model order m was chosen as the first one
whose successive difference in BIC is smaller than the 5 % of the largest successive
difference.

4.2.2 Signal Pre-processing

The b-EGM signals were pre-processed following the Botteron and Smith pre-processing
chain [136]; consisting of three steps:

1. Band-pass filtering between 40 and 250 Hz, using a second order Butterworth
infinite impulse response (IIR) filter.

2. Signal rectification.

3. Low-pass filtering with 25 Hz cut-off frequency, using a second order Butterworth
IIR filter.

This pre-processing chain aims to enhance the rhythmic properties of atrial EGM
signals, simplifying their shape variations while reducing noise, as illustrated in Fig.
4.3. Additionally, the pre-processed signals were downsampled to 100 Hz in order
to provide sufficient information for the MVAR modelling while avoiding high model
orders due to data redundancy.
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4.2.3 The Granger Causality and Predictability

The GC is a measurement of predictability and precedence [156]. In a bivariate context
where L “ 2 processes are considered, i.e. S “ tX,Y u, the source process X is said
to be cause of the target process Y (in the sense of the GC) if the past of X contains
information that helps to predict the future of Y over and above the information
already contained in the past of Y [157].

Let x1 “ xpnq denote the present value of a realization of the process X, let
x´ “ rxpn´mq, ..., xpn´ 1qs

J denote the vector containing the m past values of X,
and extend this notation to every considered process. Additionally, let σ pAq be the
variance of the process A and σ pA|Bq be the residual variance of the regression of the
process A over the multi-variate process B. The residual variance was obtained from
the parameters of the MVAR representation (4.1) using the method described in [158],
which is based on the auto-covariance sequence of the MVAR process inferred from
the estimated model parameters.

Then, the GC from the source process X to the target process Y can be written
as [156,159–161]:

GXÑY “ ln

ˆ

σpy1|y´q

σpy1|y´,x´q

˙

“ ln
`

σpy1|y´q
˘

´ ln
`

σpy1|y´,x´q
˘

,

(4.2)

The above concept can be extended to the multi-variate case [156,160], considering
L “ 3, where the observed process is S “ tX,Y, Zu, being Y the target process and
tX,Zu the remaining source processes. In this extended framework, the predictability
PY of the target process Y is defined as [161,162]:

PY “ ln
`

σ
`

y1
˘˘

´ ln
`

σ
`

y1|y´,x´, z´
˘˘

, (4.3)

measuring how much the present of the target process Y can be predicted from the
knowledge of its own past and of the past of the other considered processes.

The predictability (4.3) can be decomposed into two terms, as follows [161]:

PY “ SY `GXZÑY , (4.4)

where the first term represents the self-predictability of the process Y , quantifying how
much of the uncertainty about the present of Y can be predicted just from its own
past:

SY “ ln
`

σ
`

y1
˘˘

´ ln
`

σ
`

y1|y´
˘˘

, (4.5)

and the second term represents the joint Granger causality, quantifying the remaining
amount of uncertainty about the present of Y that could not be predicted by its own
past but is predicted by the past of X and Z:

GXZÑY “ ln
`

σ
`

y1|y´
˘˘

´ ln
`

σ
`

y1|y´,x´, z´
˘˘

. (4.6)
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Moreover, GXZÑY can be further decomposed following the same decomposition
process than for equations (4.4)´(4.6) [158], by either regressing first using the process
X or Z, equivalently:

GXZÑY “ GXÑY `GZÑY |X “ GZÑY `GXÑY |Z , (4.7)

where GXÑY and GZÑY stand for the Granger causality from X to Y and Z to Y ,
respectively, obtained according to (4.2). The terms GZÑY |X and GXÑY |Z stand for
the conditional Granger causality from Z to Y conditioned to the past of X, and from
X to Y conditioned to the past of Z, respectively:

GZÑY |X “ ln
`

σ
`

y1|y´,x´
˘˘

´ ln
`

σ
`

y1|y´,x´, z´
˘˘

, (4.8)

GXÑY |Z “ ln
`

σ
`

y1|y´, z´
˘˘

´ ln
`

σ
`

y1|y´,x´, z´
˘˘

. (4.9)

quantifying the influence of X or Z in Y , after removing the influence of the past of
Y and the past of the other process, i.e. Z or X, respectively.

On the other hand, an alternative decomposition to (4.4) is [162]:

PY “ CXZÑY `GY |XZ , (4.10)

where the first term stands for the joint cross predictability of Y from both processes
X and Z, quantifying the amount of uncertainty about the present of Y that can be
predicted solely from the past of X and Z taken together:

CXZÑY “ ln
`

σ
`

y1
˘˘

´ ln
`

σ
`

y1|x´, z´
˘˘

, (4.11)

and the second term quantifies the concept of Granger autonomy of Y , measuring the
improvement in the prediction of the target process Y yielded by the inclusion of its
own past over and above the predictability already achieved from the past of X and
Z [163]:

GY |XZ “ ln
`

σ
`

y1|x´, z´
˘˘

´ ln
`

σ
`

y1|y´,x´, z´
˘˘

. (4.12)

In the same manner as the decomposition presented in (4.7), CXZÑY can be de-
composed as:

CXZÑY “ CXÑY ` CZÑY |X “ CZÑY ` CXÑY |Z , (4.13)

where CXÑY and CZÑY stand for the cross predictability of Y fromX or Z, respectively,
and terms CZÑY|X and CXÑY|Z stand for the conditional cross predictability of Y from
Z and X conditioned to X and Z, respectively.

4.2.4 Measurement Framework

In order to apply the definitions formulated in section 4.2.3, let assume that the
neighbour electrodes convey the largest amount of the information relevant to the
activity sensed by the target electrode under analysis. Accordingly, a joint three-
electrode analysis scheme is proposed based on defining the following three processes:



88 Chapter 4. Causal Characterisation of Atrial Activity
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Figure 4.4: Schematic of application of the proposed three-electrode analysis scheme: a) over a
circular catheter and b) over a linear catheter. Arrows indicate the movement of the electrode triplet
for analysis.

1. Process Y : Target electrode EGM signal under study.

2. Process X: Leftward neighbour electrode EGM signal.

3. Process Z: Rightward neighbour electrode EGM signal.

This three-electrode analysis scheme is shifted across the catheter electrode dis-
tribution under analysis until its complete coverage is achieved, as illustrated in Fig.
4.4.

All the measures introduced in section 4.2.3 are related with the predictability
of the signal under study (process Y ) mediated by the influence of the past of the
neighbour electrodes (processes X and Z) and/or its own past. The aim is to use
these interactions to assess cardiac activity; therefore, the following interpretations for
some of the derived measures are provided:

• The predictability PY can be interpreted as a general measure of the regularity
of the target EGM signal Y that takes into account the possible influences from
the neighbour EGM signals X and Z.

• The self-predictability SY and the Granger autonomy GY |XZ can be interpreted
as measures of the local regularity of the target EGM signal Y , which arises from
the knowledge of its own dynamics, discounting or not the possible effect of the
neighbour EGM signals X and Z.

• The conditional Granger causalities GZÑY |X and GXÑY |Z assess the information
transfer from the adjacent EGM signals X or Z to the target electrode EGM
signal Y , after removing the effect of the other adjacent site.

Moreover, the neighbour connectivity ratio NY can be defined as the relative
amount of information carried by the target signal that can be predicted solely from
the past of the neighbour processes. This concept is quantified combining autonomy
and predictability as follows:

NY “ 1´
GY |XZ

PY

, (4.14)
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so that (4.14) spans from 0 to 1, where lower values show high contribution of the
autonomy in predictability, and vice versa. Note that the neighbour connectivity ratio
can be formulated equivalently as NY “ CXZÑY {PY , which reveals that NY reflects
how much site Y is connected with sites X and Z, with low values indicating isolation
of the target electrode since its activity is predicted mainly by its own dynamics (i.e.,
autonomy) but not from the dynamics of the adjacent electrodes.

After computing the complete set of GC measures across the catheter electrode
distribution, the propagation direction can be defined as:

DXØY “
GYÑX |W ´GXÑY |Z

GYÑX |W `GXÑY |Z

, (4.15)

where the processW stands for the adjacent electrode to X in the opposite (leftwards)
direction, if it is available (see Fig. 4.4). The propagation direction DXØY quantifies
the dominant direction of the information transfer, i.e., the relative strength of the
information transferred in one direction with respect to the information transferred
in the opposite direction. This measure spans from ´1 to 1, where negative values
indicate a dominant information transfer from X to Y and vice versa. Thus, DXØY

can be used to track the propagation of the electrical activity throughout the catheter
electrode distribution.

4.3 Predictability Analysis of Atrial Fibrillation

4.3.1 Testing Databases

Computer Simulations

The Courtemanche-Ramírez-Nattel ionic model [164] was used as base for generation
of the simulation data. This ionic model runs over a simplified human atrial geometry
represented as a monolayer sphere with 6 cm diameter, discretised into a triangular
mesh of approximately 125000 nodes and a spatial resolution of about 300 µm.

The current source approximation [165] was used to obtain b-EGMs at virtual
spherical electrodes of 0.25 mm diameter located at 0.5 mm distance of the simulated
anatomy. These electrodes were distributed over the simulated anatomy mimicking a
basket catheter with eighteen regularly spaced splines (π{9 rad angular distance), each
one composed by eight regularly spaced bipoles with 2 mm inter-electrode distance,
as illustrated in Fig. 4.5(a). Synthetic b-EGM signal length is 10 s with a sampling
frequency of 1 kHz.

Different activity pattern scenarios were simulated in this setting in order to cover
the most common propagation patterns:

1. Single activation source: Activation comes from a single source located at the
sphere pole, firing at a period of 350 ms with random jitters of 6 ms (see Fig.
4.5(b)).
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a) b) c) d)

e) f) g) h)

500-50-100

Voltage (mV)

Spline  #1

Figure 4.5: Simulation set-up: a) bipolar electrode distribution over the simulated anatomy mimicking
a basket catheter. Green and blue dots indicate the measurement electrodes of each bipole, and red
dots stand for the geometrical center of the bipole. Arrow point the spline #1 with counterclockwise
spline numbering. Panels (b)´(h) show snapshots of the different simulated patterns (coloured using
the membrane voltage; black dots indicate the location of the bipoles centres): b) single activation
source, c) double activation source, d) anatomical reentry, e) stable functional reentry, f) unstable
functional reentry, g) AF and h) AF with focal source.

2. Double activation source: Activation comes from two sources located at the two
poles of the sphere. The two sources fire with a different initial phase and present
different firing periods. The source at the top fires for the first time at 135 ms,
and it subsequently activates with a period of 350 ms with random jitters of 6
ms, while the source at the bottom initially fires at 0 ms, with a period of 360
ms with random jitters of 6 ms (see Fig. 4.5(c)).

3. Anatomical reentry: Reentry anchored to an anatomical obstacle with revolution
period of „360 ms located at the top of the sphere combined with a functional
reentry pattern (spiral) located at the bottom of the sphere (see Fig. 4.5(d)).

4. Stable functional reentry: Two stable functional reentries (spirals) with revolu-
tion period of „200 ms located at each pole of the sphere (see Fig. 4.5(e)).

5. Unstable functional reentry: Unstable meandering spirals with irregular be-
haviour (see Fig. 4.5(f)).

6. AF: Complex fibrillation pattern with spiral breakups and multiple wavelets (see
Fig. 4.5(g)).

7. AF with focal source: Combination of a complex fibrillation pattern with a
localized source firing at 275 ms, located at a pole of the sphere, which entrains
the surrounding tissue (see Fig. 4.5(h)).
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Ionic and diffusion model parameters were modulated to reproduce the different
simulation scenarios. Specifically, remodelled versions of the Courtemanche model
were used in scenarios 4-5 [166] and 6-7 [165]. Conduction was assumed to be uniform
and isotropic, with the diffusion coefficient D ranging between 0.2 and 0.5 cm2/s.
ODE-PDE system integration was performed by a fully-adaptive multi-resolution al-
gorithm [167]. Reaction and diffusion were integrated with time step ∆t “ 0.1 ms,
using the Rush-Larsen non-standard finite difference forward Euler method and ex-
plicit node-centred finite difference stencils [168].

Clinical Mapping Data

Mapping data were obtained from a database of selected patients with paroxysmal AF
displaying different spatiotemporal patterns of atrial organization [169]. Recordings
were acquired using a Constellation “basket” catheter (Boston Scientific Inc., Natick,
MA, USA) placed in the RA. The basket catheter consisted of eight splines, each
carrying eight equally spaced electrodes with 4 mm inter-electrode distance. Therefore,
thirty-two b-EGMs, formed by coupling adjacent pairs of electrodes, were acquired at
1 kHz sampling frequency and filtered between 30-500 Hz (CardioLab System Prucka
Engineering Inc., Houston, TX, USA).

Recordings had different signal lengths depending on the electrophysiological study.
Therefore, for analysis purposes, a 10 s length signal excerpt was selected as the one
maximizing the global root mean square (RMS) value of the b-EGM amplitude after
band-pass filtering between 40-250 Hz. This criterion aims to select a time window with
(overall) good electrode contact with the atrium and to objectivize further analysis.

4.3.2 Application of the Predictability Framework on Basket
Catheter Data

The measurement framework introduced in section 4.2.4 was applied on the avail-
able basket catheter data considering two different configurations: along the catheter
splines (spline-wise analysis), or along the electrodes located at each row of the catheter
in circular distribution (row-wise analysis). As the introduced measures are dependent
on the considered neighbour electrodes, the analysis generally yields different measures
when performed on each of the two configurations.

Then, activity maps illustrating the electrical activity measured by the basket
catheter were constructed by combining the neighbour connectivity ratio NY and the
propagation direction DXØY . In these maps, each electrode of the basket catheter was
represented as a node coloured according to the value of NY , and pairs of adjacent
electrodes were connected according to the values of DXØY . While DXØY could be
computed and displayed for both spline- and row-wise analyses, the visualization of
NY computed through spline- and row-wise analysis in a single graph is not straightfor-
ward. Therefore, for simplicity, NY values are displayed in the activity maps following
the analysis direction (row-wise or spline-wise) where the map has a greater average
predictability (denoted as P̄ s

Y and P̄ r
Y for spline- and row-wise analysis, respectively).
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Table 4.1: Regularity measurements of each simulated scenario (median [1st quartile,3rd quartile])
obtained at spline-wise and row-wise analyses.

Spline-wise analysis
Scenario PY (a.u.) GY |XZ (a.u.) NY (a.u.) SY (a.u.)

Single source 6.33 [6.01,6.48]* 0.73 [0.68,0.80]* 0.89 [0.87,0.89]* 2.04 [2.01,2.08]*

Double source 3.73 [2.97,5.69]* 1.54 [0.93,1.97]* 0.59 [0.33,0.85]* 2.07 [2.03,2.10]*

Anatomical reentry 3.34 [2.58,4.48]* 1.60 [1.17,1.85]* 0.50 [0.29,0.72]* 2.24 [2.17,2.32]*

Stable functional reentry 3.97 [3.39,4.70]* 1.13 [0.93,1.31]* 0.72 [0.63,0.79]* 2.33 [2.17,2.43]*

Unstable functional reentry 2.13 [2.01,2.24]§ 1.79 [1.70,1.86]§ 0.16 [0.12,0.20]§ 1.88 [1.82,1.92]§

AF 2.19 [2.14,2.24] 2.05 [1.97,2.11]: 0.06 [0.03,0.08]: 2.12 [2.08,2.16]:

AF with focal source 2.21 [2.13,2.27] 1.98 [1.88,2.04] 0.09 [0.06,0.15] 2.10 [2.03,2.14]

Row-wise analysis
Scenario PY (a.u.) GY |XZ (a.u.) NY (a.u.) SY (a.u.)

Single source 4.32 [3.65,4.82]* 0.33 [0.12,0.63]* 0.92 [0.85,0.97]* 2.01 [1.97,2.06]*

Double source 3.36 [2.75,4.31]* 0.37 [0.19,0.68]* 0.89 [0.82,0.95]* 2.04 [2.00,2.09]*

Anatomical reentry 3.32 [2.70,4.53]* 1.19 [0.96,1.59]* 0.64 [0.43,0.79]* 2.19 [2.08,2.28]*

Stable functional reentry 4.33 [3.60,5.02]* 0.99 [0.77,1.22]* 0.76 [0.67,0.84]* 2.22 [2.09,2.33]*

Unstable functional reentry 2.17 [2.09,2.29]§ 1.55 [1.16,1.69]§ 0.30 [0.21,0.54]§ 1.86 [1.80,1.91]§

AF 2.26 [2.19,2.34] 2.00 [1.91,2.06]: 0.10 [0.07,0.19]: 2.12 [2.08,2.17]:

AF with focal source 2.27 [2.16,2.54] 1.86 [1.70,2.00] 0.17 [0.10,0.32] 2.09 [2.02,2.15]
* statistically significant difference (p ď 0.05) against the three unstable scenarios (5, 6 and 7).
§ statistically significant difference (p ď 0.05) against scenarios 6 and 7.
: statistically significant difference (p ď 0.05) against scenario 7.

4.3.3 Statistical Analysis

The studied GC-based measures are shown as median and interquartile range. The
statistical significance of the differences between GC-based measures obtained from
pairs of simulated scenarios is assessed, when indicated, using the Wilcoxon-Mann-
Whitney test. Moreover, the statistical significance of any GC-based measure is tested
against the null hypothesis of zero GC using the test described in [156]. In all the
statistical tests, a p-value ď 0.05 was set as threshold for rejecting the null hypothesis.

4.3.4 Results

Predictability Analysis of Simulation Data

Table 4.1 and Fig. 4.6 show the distributions of the measures of predictability PY ,
Granger autonomy GY |XZ , neighbour connectivity ratio NY and self-predictability SY ,
computed for the seven simulated scenarios.

The predictability presents the highest values for the single source scenario, and
its values decrease as the simulated patterns become more complex (see Fig. 4.6(a)).
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Figure 4.6: Predictability measures obtained by spline-wise (blue boxes) and row-wise (red boxes)
analysis of each simulated scenario: a) predictability PY , b) Granger autonomy GY |XZ , c) neighbour
connectivity ratio NY and d) self-predictability SY .
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On the other hand, the Granger autonomy shows an opposite behaviour (see Fig.
4.6(b)). This suggests that more regular atrial rhythms exhibit high predictability
mostly related to the influence of adjacent sites on the target EGM signal. However,
such influence vanishes in more complex atrial activity where a significant amount of
predictability is due to local activity.

The neighbour connectivity ratio, being related to the ratio of the previous two,
measures their relation in normalized units, reflecting the regularity of the patterns
resulting from non-isolated atrial activity (Fig. 4.6(c)).

The self-predictability does not seem to characterize well the complexity of the
simulated patterns, as it shows similar ranges for the different simulation scenarios
with no clear trend with the complexity of the simulated activity (see Fig 4.6(d)).

As shown in Table. 4.1, all the studied measures are able to distinguish between
organized and disorganized simulated activity (p ď 0.05) in both spline-wise and row-
wise configuration analysis.

Causality Analysis of Simulation Data

Figure 4.7 exemplifies the capability of the introduced framework to track the propa-
gation of atrial activity through the propagation direction DXØY .

Figure 4.7(a)´(b) illustrate the activity sensed by one of the linear splines of the
simulated basket catheter in presence of a single activation source pattern and a double
activation source pattern, respectively. In Fig. 4.7(a) activation comes from the top
of the spline and propagates downwards, whereas in Fig. 4.7(b) activation comes from
both the top and bottom part of the spline and fuses between electrodes 4 and 5 as
illustrated in the collision EGM indicated with an asterisk.

Figure 4.7(c)´(d) illustrates the activity sensed by electrode row #1 in presence of
an anatomical reentry and a stable functional reentry, respectively. In Fig. 4.7(c), the
propagation follows a sequence that indicates a wavefront circulating in the direction
of the circular electrode configuration. Figure 4.7(d) shows that electrode 18 is the
earliest activated (marked with an asterisk), which suggests the presence of a source of
activation at that site. Moreover, the activation linearly propagates across the studied
circular configuration, ending at electrode 9.

Activity Mapping of Simulation Data

Figure 4.8 illustrates the activity maps of the full simulated basket catheter.
The activity map for the single source scenario is shown in Fig. 4.8(a). This map

was obtained by spline-wise computation of NY (as P̄ s
Y “ 6.22 and P̄ r

Y “ 4.28). It
shows that the wave travels from top to bottom in a very regular fashion indicated
by consistently high DXØY and NY values. The activity map for the double source
scenario is shown in Fig. 4.8(b). This map was obtained by spline-wise computation of
NY (as P̄ s

Y “ 4.25 and P̄ r
Y “ 3.68). Both the sign of the propagation direction DXØY

and the high values of NY indicate that the activation comes from each extreme of the
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Figure 4.7: Examples of causality analysis maps obtained using the introduced framework during
simulation of: a) single source (electrode spline #1), b) double source (electrode spline #1), c)
anatomical reentry (electrode row #1) and d) stable functional reentry (electrode row #1). Each
panel shows: at the left, a snapshot of the simulated pattern (red dots: electrodes selected for
catheter analysis); at the center, a schematic of the catheter used for the causality analysis with
electrode connections (numbered circles: corresponding catheter electrodes; lateral coloured arrows:
conditional GC, dashed if p-value ď 0.05; central tick arrows: propagation direction DXØY ); at the
right, the corresponding EGM signals with propagation indicated by black arrows. The meaning of
the asterisks in (b) and (d) is explained in text.
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Figure 4.8: Activity maps of the simulated basket catheter for simulations of: a) single source, b)
double source, c) anatomical reentry, d) stable functional reentry, e) unstable functional reentry and
f) AF with focal source. Each panel shows: at the top, a snapshot of the simulated scenario (red
dots indicate the electrode spline #1 with counterclockwise spline numbering) and at the bottom, the
corresponding schematic of the simulated basket catheter whose electrodes are represented by nodes
coloured corresponding to the values of NY (non-coloured nodes: NY could not be obtained) and
connected following the values of the propagation direction DXØY (dashed connections: no dominant
direction, i.e., |DXØY | ď 0.05 ). NY is computed through spline-wise analysis in panels (a)´(c) and
through row-wise analysis in panels (d)´(f). Note that due to geometry constraints, connections
between rows 1-2 and rows 7-8 could not be obtained.
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catheter. Moreover, NY values decrease towards the collision area at the center part
of the catheter.

Figure 4.8(c) shows the activity map of the anatomical reentry scenario. This map
was obtained by spline-wise computation of NY (as P̄ s

Y “ 3.63 and P̄ r
Y “ 3.60). The

different values of NY and DXØY observed between the top and bottom parts of the
catheter suggest the presence of a stable and regular pattern located at the top, with
revolution direction going from spline 18 to 1 and the presence of a more unstable
pattern at the bottom.

Figure 4.8(d) shows the activity map of the functional reentry simulation scenario.
This map was obtained by row-wise computation of NY (as P̄ s

Y “ 3.98 and P̄ r
Y “ 4.29).

The low NY values suggest two sources of instability, the first located around the top
part of splines 1-18 and the second around the bottom part of splines 2-3. These two
sources of instability are surrounded by a stable propagation observed throughout the
rest of the catheter.

The activity map of the unstable functional reentry simulation scenario is shown
in Fig. 4.8(e). This map was obtained by row-wise computation of NY (as P̄ s

Y “

2.14 and P̄ r
Y “ 2.21). The homogeneously low values of NY suggest a high complexity

of the activation throughout the catheter, related to low predictability and/or high
autonomy of the atrial activity. However, a reentrant path is suggested around splines
7-13.

The activity map of the AF with focal source scenario is shown in Fig. 4.8(f). This
map was obtained by row-wise computation of NY (as P̄ s

Y “ 2.24 and P̄ r
Y “ 2.39). A

predominant up-to-bottom propagation is identified with low NY values for almost all
electrode locations except for those upper rows where a source of regularity is present.
Moreover, high values of NY are shown for splines 13-17, suggesting the location of a
regularity source slightly towards this direction.

Causality Analysis of Mapping Data

EGMs obtained using a basket catheter were studied from two patients with parox-
ysmal AF, showing different spatiotemporal organization patterns. In particular, two
complete rows of the basket catheter from each patient are shown and analysed.

In Fig. 4.9(a) the framework tracks the complete activity, suggesting an early
propagation from the posterior RA wall (electrode CD1 indicated by an asterisk) at
the cranial row that shifts towards the RA septum (electrodes EF3-6 indicated by an
asterisk) at the medial row. In Fig. 4.9(b), the framework identifies some electrode
connections (CD5 to GH1 for the cranial row and AB7 to GH2 in the caudal row) even
in the presence of a complex propagation pattern with multiple wavefront blocks.

The values of NY obtained for the two circular electrode configurations of Fig.
4.9(a) (presented as mean ˘ SD over all electrodes) indicate a degree of regularity
higher than that observed for the circular configurations of Fig. 4.9(b). These higher
values are in agreement with the clear propagation observed in Fig. 4.9(a) looking at
the causality analysis maps.
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4.4 Discussion

In this chapter, a framework based on the concept of GC is introduced in order to
quantify the predictability of intracardiac signals and to assess both the regularity of
the activity of individual cardiac sites and the interactions among spatially separated
sites. The GC is a measure of prediction and precedence, which is assessed within
the context of a linear analysis framework. Accordingly, MVAR models of the pre-
processed b-EGMs were used for computing the GC-related measures based on the
residuals variance of different process regressions [156,159].

In this context, GC analysis is formalized for atrial signals in a unified framework
by providing a set of prediction measures, which are used and interpreted within the
physiology of AF. Note that not all GC-based measurements presented in section 4.2.3
are relevant for this objective (e.g. the conditioned decompositions of the joint cross-
predictability), but they have been defined to achieve completeness in the presentation
of the predictability framework.

With the aim of providing a detailed view of the potential usefulness of the method-
ology, the evaluation of the proposed framework was conducted using both simulations
of different AF mechanisms and clinical mapping data. The simulation study employed
seven different simulation scenarios, covering a wide range of conditions of atrial pat-
terns from regular to irregular activity. Moreover, the derived EGM signals were
obtained mimicking a basket catheter configuration, which provides a realistic situ-
ation found in an electrophysiology lab. This basket catheter configuration allowed
also to test the framework employing different electrode distributions (i.e., circular and
linear) and to prove the generality of the proposed three-electrode analysis scheme.

4.4.1 Quantification of the Regularity of Simulated Atrial Ac-
tivity

The predictability and its conditioned decompositions, the self-predictability and the
Granger autonomy, allow to measure different aspects of the regularity of the signal
and the underlying activity. Predictability and Granger autonomy show an opposite
behaviour with respect to the complexity of the simulated activity. On the other
hand, the self-predictability does not show a clear trend that differentiates regular
from irregular rhythms, in contrast with Granger autonomy, as shown in Table 4.1
and Fig. 4.6. This raises the importance of spatiotemporal analysis because the self-
predictability was mainly affected by the surrounding signals in organized or regular
rhythms and this effect was removed by definition in the computation of the Granger
autonomy measure.

The neighbour connectivity ratio combines predictability and Granger autonomy,
providing a normalized descriptive measure of the atrial rhythms that accounts for
both the global regularity and the degree of connectivity. The low values of the neigh-
bour connectivity ratio found for the unstable simulated scenarios (unstable functional
reentry, AF and AF with focal source), compared to the organized scenarios (p-value
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ď 0.05 for all comparisons) reflect the ability of this index to quantify isolation. Hence,
the more irregular the propagation is, the less predictable the signal is from the adja-
cent electrodes, and lower values are attained for the neighbour connectivity ratio.

All these measures are dependent on the direction of the propagation with respect
to the orientation of the three-electrode analysis scheme used for rhythm analysis and
characterization (see Fig. 4.6). Important differences appear in scenarios where the
propagation direction follows the direction of one of the two electrode distributions
(i.e., spline-wise or row-wise). In particular, in scenarios with one/two sources at the
“ ‘poles” present high/low values during row-wise analysis. In these cases, the acti-
vation wavefront passes simultaneously through all electrodes, allowing the adjacent
electrodes to explain the activity of the target electrode. On the other hand, spline-wise
analysis of anatomical reentry and functional reentry show lower regularity, compared
to row-wise analysis, due to the differential behaviours of each hemisphere.

4.4.2 Activity Tracking Capability

The analysis of the conditional Granger causality by means of the propagation direc-
tion DXØY illustrates the sequence of activation sensed by the catheter. The sign and
the values of DXØY quantify the predominant direction and the relative strength of
information transfer between two electrodes and track the propagation through the
catheter, as is illustrated in the examples from simulations shown in Figs. 4.7 and 4.8.
Moreover, Fig. 4.9 shows examples of the application of the proposed methodology,
when atrial activity was mapped using the propagation direction in paroxysmal AF
patients showing different organization patterns. The good tracking capability ob-
served in these illustrative cases, suggests the usefulness of the proposed measure of
propagation direction.

Methodologically, the propagation direction is defined using the conditional Granger
causality GXÑY |Z and GYÑX |W in order to discount the interaction between electrodes
X and Y from its other neighbours (W and Z, respectively). In the case of L “ 3,
DXØY could have been equivalently defined in terms of the Granger causalities be-
tween X and Y (i.e. GXÑY and GYÑX ). However, the latter definition would be
limited within an extended framework with L ą 3, where additional conditioning
terms would be needed to avoid over-estimation of the existing interactions between
close neighbour electrodes with the target electrode.

Moreover, combining the propagation direction DXØY and the neighbour connec-
tivity ratio NY , it is possible to obtain comprehensive activity maps that include,
within the same picture, information about the direction of propagation and the areas
of stability of such propagation, as illustrated in Fig. 4.8. These activity maps allow
to observe the underlying cardiac activity in detail. For instance, Fig. 4.8(a) shows
a stable map (high NY values) reflecting the presence of a single source of activation,
while Fig. 4.8(b) shows decreasing values of NY while approaching the central area of
the sphere, where the wavefronts from the two sources collide. This last result reflects
the instability of the collision, and explains the wide range of regularity observed in
Fig. 4.6.
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Figure 4.8(c) shows different behaviour between hemispheres, with an organized
propagation at the top of the sphere due to the anatomical reentry and less organized
propagation at the bottom due to the collision of the “tail” and the “head” of the
reentrant wavefront. Figure 4.8(d) shows medium-to-high regularity in the whole
catheter except for those locations where the tips of the functional reentries (spirals)
are localized. Figure 4.8(e) shows a preferential reentry path from top-to-bottom
around splines 6-9 and from bottom-to-top around splines 9-13, whereas unstable
patterns occur in the rest of the simulated sphere. Finally, Fig. 4.8(f) shows that the
top of the sphere, where the focal source of activation entrains the tissue during AF,
is the most regular part of the simulation scenario.

While the activity maps have been chosen to be obtained following the analysis
direction that maximizes the average predictability value, both spline- and row-wise
analysis are needed for their construction using the proposed three-electrode analysis
scheme. Therefore, although this maximization criterion can be considered as a guide-
line for default visualization in case the framework was applied to clinical practice, it
is flexible enough to allow displaying the results of both analyses.

4.4.3 Comparison with Other Methods

The framework introduced in this chapter extends several methodologies already pro-
posed in this context. For instance, frequency domain causality analysis of AF was
performed in [148,149] via partial directed coherence (PDC). Compared to PDC, the
introduced framework provides causality indices that are easier to interpret, as the
method does not require identifying a frequency band to analyse interactions. More-
over, the introduced approach explores a wide range of dynamical properties of the
atrial signals besides causality, such as overall predictability, self-predictability, the
proposed neighbourhood connectivity ratio and the propagation direction considering
not only pairs of electrodes, but also their adjacent electrodes.

On the other hand, the approaches in [150–153] also proposed time-domain GC-
based measures, but are limited in that they define bi-variate measures, which are
sensitive to spurious connectivity induced by a common driver or cascade effects of
other neighbour signals. The introduced framework implements a multivariate for-
mulation of GC measures that allows a more precise identification of propagation
patterns. It may be extended to take any number of neighbouring atrial sites into
account, just by considering Z as a multi-variate process that includes all the L ´ 2
remaining neighbour electrodes under analysis.

In addition to the multi-variate formulation, the proposed framework extends mea-
sures of spatial organization such as cross-correlation or cross-spectral measures (pro-
posed, e.g., in [132, 136, 137]) also by providing the information about the direction
of the interactions, which is closely related to the atrial wavefront propagation. Also,
compared with activation sequence-based approaches (e.g. in [77, 81, 82, 119, 128, 129,
131, 136, 138]), where the main advantage of the proposed framework is that the ac-
tivation detection step is not necessary and, therefore, the analysis outcomes are not
limited by the activation detection accuracy during complex activity.



102 Chapter 4. Causal Characterisation of Atrial Activity

4.4.4 Limitations

The proposed framework characterizes atrial activity by implementing a linear MVAR
modelling analysis of the dynamics and interactions between nearby cardiac sites.
While the presence of nonlinear dynamics may limit the descriptive capability of the
framework, the linear assumption appears to be sufficient to track most of the activity
in both simulations and clinical mapping data. Nevertheless, it may be interesting to
consider extensions of our approach to nonlinear models, although not many examples
can be found in the analysis of AF intracardiac signals [170].

The proposed three-electrode analysis scheme assumes one-electrode neighbour-
hood and one-dimensional interaction. This topology is applicable to any multi-
electrode catheter, but this assumption may not always be accomplished due to elec-
trode sparsity. Other limitations of the proposed scheme are related to the number
of available electrodes, especially for extremal electrodes in linear catheter configura-
tions, and the need of achieving complete contact for all electrodes in order to perform
a continuous analysis of the cardiac activity. This was especially noticed in real data
analysis, which was limited by the lack of contact for some electrodes (see Fig. 4.9).
Nevertheless, the proposed three-electrode analysis scheme aims to be general and ap-
plicable on any multi-electrode catheter without being tailored to a particular catheter
type or electrode distribution. Moreover, linear and circular catheters are still the most
commonly used in clinical practice. Some of the limitations described above may be
alleviated by choosing other neighbourhood electrode topologies, as allowed by the
flexibility of the framework.

4.4.5 Clinical Relevance

The proposed activity maps provide a global visualization of a multi-electrode catheter
that may be potentially useful for identifying fibrillation sources and guiding catheter
ablation interventions. For that purpose, further evaluation is needed in additional
clinical scenarios of AF.

4.5 Conclusion

This chapter presents a linear predictability framework for analysing cardiac activity
and interactions during AF based on GC definitions. The method provides regularity
measures able to distinguish the complexity between different atrial rhythms. More-
over, it can be applied to track and map the underlying cardiac activity in any simul-
taneous multi-electrode catheter, not requiring activation detection or post-processing
algorithms. The proposed global mapping of regularity and connectivity of the activity
acquired from multi-electrode catheters, simultaneously showing signal propagation
and stability, can be useful for interpreting such activity and supporting clinicians
during ablation interventions.
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5.1 Summary and Discussion

This thesis proposes intracardiac electrogram (EGM) signal processing approaches to
help in the decision process of physicians and companion technicians during ablation
interventions and electrophysiological testing of cardiac arrhythmias.

5.1.1 Electroanatomical Activation Mapping of Focal Ventri-
cular Arrhythmias

Electroanatomical mapping (EAM) systems are useful tools for mapping cardiac ar-
rhythmias since they help to visualize their complexity, overcoming classical fluo-
roscopy catheter ablation procedures. However, these systems do not include nowadays
appropriate software for robust detection of local activation times (LATs) for activa-
tion mapping (AM), therefore requiring the system operator to manually check each
mapping point during the procedure. Chapter 2 introduces a wavelet-envelope-based
bipolar electrogram (b-EGM) detector and delineator for automatic ventricular AM
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using an EAM system, aiming to provide fast, observer-independent and reproducible
LAT detection.

The proposed algorithm uses the surface electrocardiogram (ECG) as a searching
window for identifying the onset of the b-EGM signal by means of the wavelet de-
composition of the b-EGM signal envelope. The algorithm also exploits the spatial
information of close mapping points with morphologically similar b-EGM signal in
order to improve map quality.

Validation has been conducted by means of two different studies. First, a detection
performance evaluation using a controlled database of patients with focal ventricular
tachycardias (VTs). In this database, off-procedure manual annotations from two
different experts have been used for validation of the automatic annotations as well
as the manual annotations performed during the intervention (on-procedure annota-
tions), which were used to guide ablation decision. In this context, automatic AM
shows slightly lower performance than manual on-procedure LAT identification com-
pared with the off-procedure annotation reference. However, automatic LAT annota-
tion correlation and error with respect to the reference annotations were appropriate
for identifying the area of interest (AOI) for ablation purposes. This fact and the low
computational times of the algorithm can potentially overcome manual LAT identifica-
tion. This is of especial importance when using high-density multi-electrode catheters
where manual identification of LATs over tenths of simultaneously acquired EGM
signals becomes unaffordable without automatic or semi-automatic signal processing
approaches.

The second study illustrates a clinical evaluation of the automatic activation map-
ping algorithm. The evaluation consists of quantifying the automatic activation map
quality in dealing with two objectives: 1) to correctly identify the early activation site
(EAS) isochronal area which becomes in the AOI for ablation purposes and 2) to de-
termine the site of origin (SOO) of the clinical arrhythmia through the measurement
of map descriptors based on the size and shape of the 10 ms EAS isochronal area.
For this purpose, the used database consists of patients with idiopathic outflow tract
ventricular arrhythmias (OTVAs) and septal activation in the right ventricle electro-
anatomical map which yields in a SOO uncertainty due to complex 3-D anatomical
relationships between the right and the left ventricle outflow tracts. For compari-
son, manual activation maps created during the intervention were used as reference.
The results show that automatic activation maps have similar accuracy in identify-
ing the EAS isochronal area for ablation and a slightly superior SOO identification
performance than the manual activation maps, in the studied patient sample.

These two studies provide insights about the performance of the proposed wavelet-
envelope-based detector and delineator algorithm. Their results indicate that the
algorithm may be useful to reduce map acquisition times (especially when using multi-
electrode catheters) as well as to reduce the duration of ablation interventions, mini-
mize uncertainties due to system operator variability and increase ablation outcomes
if included within current EAM system software.
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5.1.2 Spatiotemporal High-Density Activation Mapping dur-
ing Atrial Fibrillation

Atrial fibrillation (AF) is a complex arrhythmia in which sequential mapping using
EAM systems have limited utility during ablation procedures and therefore, continuous
multi-electrode mapping is desirable. However, multi-electrode catheters lack spatial
resolution due to electrode sparsity. Thus, high-density multi-electrode array (MEA)
sensors are more suitable to provide insights on the mechanisms underlying the fib-
rillation process. Automatic classic LAT detection in unipolar electrogram (u-EGM)
signals simplifies the detection process to just a sequence of time occurrences, reject-
ing the remaining spatiotemporal information contained in the signal shape and its
relation with the surrounding electrodes. Chapter 3 introduces a integrated solution
for spatiotemporal high-density AM of the atrium that exploits the relations between
close electrodes.

The proposed approach assumes that the complete activation under the MEA
can be obtained by combining contributions of simple (isotropic) propagation pattern
models whose parameters are iteratively adapted to small areas of the total acquired
cardiac activity.

Evaluation was conducted on experimental data obtained from the right atrium
(RA) of a single patient during sinus rhythm (SR) and AF. Audited automatic LAT
annotations were performed by an expert electrophysiologist and used as “gold stan-
dard”. In this setting, activation patterns were analysed using a complexity scale
showing low LAT error and high agreement of LAT detections compared with the
reference, up to the two more complex levels of the scale (where line of blocks (LBs)
and complex atrial fibrillation (CAF) are present). Additionally, the isotropic prop-
agation model used for detection allows to represent the estimated focus location for
each section of the activation map (i.e., loci maps). These loci maps provide additional
information about the direction, number of concomitant wavefronts circulating behind
the MEA sensor and the substrate properties.

The proposed spatiotemporal approach provides accurate, smooth and compre-
hensive high-density activation maps which also include extra information about the
existing wavefront underpassing the MEA sensor. Therefore, this spatiotemporal al-
gorithm can help in the development of systems based on minimally invasive MEA
catheters that will increase mapping density during AF ablation interventions or elec-
trophysiological studies

5.1.3 Analysis of Causal Interactions during Atrial Fibrillation

Multi-electrode catheters are used to guide ablation interventions during AF. There-
fore, multiple EGM-based quantitative methods have been proposed to aid in the
interpretation of the increasing amount of signals acquired during the mapping pro-
cedure. However, most of these approaches depend on the outcomes of an activation
detection algorithm or/and do not take into consideration the spatiotemporal relation
between electrodes. Chapter 4 introduces a linear predictability framework based on
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the concept of the Granger causality (GC) for the analysis of the interactions between
EGM signals during AF.

The introduced framework considers each EGM signal acquired with a multi-
electrode catheter as an stochastic process whose information transfer is driven by
the fibrillation activity. Hence, the framework analyses a complete multi-electrode
catheter using a three-electrode analysis scheme where the interactions between EGM
signals (in the sense of the GC) were quantified using a multi-variate auto-regressive
(MVAR) representation of the preprocessed b-EGM signal.

Evaluation and validation of the framework has been conducted by means of a
extensive AF simulation database, with 7 different propagation scenarios covering the
most common situations found in an electrophysiology lab. Additionally, the frame-
work capabilities were illustrated in examples of patients with paroxysmal AF and
different spatiotemporal fibrillation patterns. The framework provides predictability
measures that are able to distinguish the regularity of each simulated pattern and track
the propagation within the catheter scope using the information transfer between elec-
trode sites. Both concepts can be used together to construct activity maps providing
global view of the fibrillation process. Moreover, in real data, the framework is able
to track propagation and provide useful information about the fibrillation process.

The introduced predictability framework provides a tool for assessing cardiac activ-
ity and interactions during AF using multi-electrode catheters. It provides measures
about the regularity and propagation throughout the catheter that is able to distin-
guish the complexity of the fibrillation activity, flexible enough to be applicable to any
multi-electrode catheter electrode configuration and without the need of activation
detection or post/processing steps. Moreover, it allows to obtain a global view of the
fibrillation activity under the catheter sight, which can be potentially useful in the
guidance of AF catheter ablation interventions.

5.2 Main Limitations

The complexity of the diseased cardiac substrate that promotes a certain arrhythmia
and the subject variability in heart anatomy may yield to different manoeuvres for
electrophysiological testing or catheter ablation procedures. In addition, many differ-
ent mapping and ablation catheters are used during these procedures depending on
the mechanisms and type of the arrhythmia. Therefore, the lack of standard databases
with systematic EGM signal acquisition difficult validation efforts and represents one
of the main limitations of the introduced approaches in this thesis.

This thesis is focussed on providing EGM-based quantitative solutions for the treat-
ment of different cardiac arrhythmias. On the one hand, the used databases for valida-
tion are limited in the number of patients, either due to data singularity, homogeneous
patient sample availability or lack of consensus on the measurements. Therefore, fur-
ther evaluation in different datasets is needed in order to remove the possible bias of
the evaluation process of the introduced approaches in this thesis.
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Finally, the increasing popularity of EAM systems boosts the usage of radiographic
anatomy data and their integration with the electrical information of the cardiac sub-
strate, as mentioned in section 1.5.4. Therefore, radiographic anatomy can provide
complementary information which was not exploited during the research presented in
this thesis.

5.3 Conclusion

This thesis explores signal intracardiac processing techniques in order to solve common
technical and clinical issues in the field of cardiac electrophysiology and arrhythmias.
Each particular problem presented in this thesis has been oriented within a spatiotem-
poral approach, hence providing solutions that take into consideration both the specific
problem and the complexity of cardiac arrhythmias.

5.4 Clinical Implications

The quantitative EGM-based methods introduced in this thesis are oriented to solve
a practical technical problem in the field of cardiac electrophysiology, providing global
tools for mapping or characterising a specific arrhythmia. Therefore, they may po-
tentially have a direct impact in daily practice of electrophysiologists and companion
technicians.

Especially, the method for automatic AM using EAM systems introduced in chap-
ter 2, represents the more practical-oriented method, as it is designed to solve a com-
mon problem in daily clinical routine during cardiac mapping using EAM systems. The
introduction of the proposed method into EAM system software would yield into a re-
duction of map acquisition time, especially of high-density maps using multi-electrode
catheters, thanks to the low computational times. Also it may contribute to reduce
observer variability and workload during ablation interventions which may yield into
safer and faster ablation procedures.

The spatiotemporal method for high-density AM during AF, introduced in chap-
ter 3, represents a novel approach to resolve cardiac activation, developed and tested
using MEA sensors in an invasive clinical scenario. The recent developments in om-
nipolar mapping [171, 172] can take profit of the introduced algorithm and thus be
already available for the clinical practice and provide insights in the activation com-
plexity of diverse arrhythmias.

Finally, the analysis of causal interactions between different electrodes placed in
the atrium (or in any other part of the heart) introduced in chapter 4, aims to analyse
and map cardiac activity using the most common electrode arrangements found in
multi-electrode catheters. Within the proposed GC-based predictability framework,
the introduced activity maps allow to have comprehensive information of the activa-
tion sequence and substrate stability, which may help in the guidance of the ablation
approach.



108 Chapter 5. Final Discussion and Conclusion

5.5 Future Work

Some of the possible straightforward future research lines derived from the develop-
ments presented in this thesis are:

1. To extend the automatic delineation of b-EGM signals using EAM systems in
order to the identify other waves and features of the signal.

2. To investigate new measurements focussed within the delineated b-EGM signal
characteristics in order to emphasize properties of the proarrhythmic cardiac
substrate.

3. To complement the quantitative EGM-based methods applicable to EAM sys-
tems with the radiographic anatomy information, developing specific signal pro-
cessing methods focussing on certain special structures in order to increase the
sensitivity of the automatic mapping strategy in these critical areas, yielding
more proactive mapping strategies.

4. To design a new framework for the application of high-density spatiotemporal
detection to the newly developed omnipolar mapping catheters during minimally
invasive procedures using EAM systems. Therefore testing the feasibility of the
method to provide high-density activation maps into a clinical set-up

5. To extend the causal analysis framework to high-density mapping catheters and
omnipolar mapping catheters, in order to complement EAM system mapping
strategies providing extra information of the propagation and stability of cardiac
activity for arrhythmia assessment.
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