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Abstract— Objective: Non-invasive human machine interfaces 

(HMIs) have high potential in medical, entertainment, and 

industrial applications. Traditionally, surface electromyography 

(sEMG) has been used to track muscular activity and infer motor 

intention. Ultrasound (US) has received increasing attention as 

an alternative to sEMG-based HMIs. Here, we developed a 

portable US armband system with 24 channels and a multiple 

receiver approach, and compared it with existing sEMG- and US-

based HMIs on movement intention decoding. Methods: US and 

motion capture data was recorded while participants performed 

wrist and hand movements of four degrees of freedom (DoFs) 

and their combinations. A linear regression model was used to 

offline predict hand kinematics from the US (or sEMG, for 

comparison) features. The method was further validated in real-

time for a 3-DoF target reaching task. Results: In the offline 

analysis, the wearable US system achieved an average 𝑹𝟐 of 0.94 

in the prediction of four DoFs of the wrist and hand while sEMG 

reached a performance of 𝑹𝟐 = 0.60. In online control, the 

participants achieved an average 93% completion rate of the 

targets. Conclusion: When tailored for HMIs, the proposed US 

A-mode system and processing pipeline can successfully regress 

hand kinematics both in offline and online settings with 

performances comparable or superior to previously published 

interfaces. Significance: Wearable US technology may provide a 

new generation of HMIs that use muscular deformation to 

estimate limb movements. The wearable US system allowed for 

robust proportional and simultaneous control over multiple DoFs 

in both offline and online settings. 

 
Index Terms— Human-Machine Interfaces, Ultrasound, A-

mode, Surface Electromyography 
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I. INTRODUCTION 

Uman-machine interfaces (HMIs) are commonly used to 

track the upper limb position and to recognize gestures. 

Ideally these interfaces should not only allow for robust and 

complex interactions but should also be intuitive to use. The 

main applications for HMI decoding of movements or motor 

intention are prosthetic control, remote manipulation, and 

virtual reality. These applications impose high portability 

requirements, which implies that the technologies used for a 

HMI should be as unobstructive as possible, preferably 

wearable and light, allowing natural movements. Additionally, 

these systems may be deployed in a variety of environmental 

conditions where robustness is a key issue. 

 Surface electromyography (sEMG) is the main technology 

currently used for HMI. Commercial applications mainly rely 

on sEMG-based estimates of muscle contraction levels to 

implement proportional control strategies [1]. In prosthetics, 

this kind of technology typically allows users to control one 

degree of freedom (DoF)  at a time or multiple DoFs 

sequentially [2]. Myoelectric pattern recognition systems have 

also been applied for simultaneous multi-DoF control [3]. 

 Limitations of sEMG-based HMIs are mostly due to the 

inherent stochastic and non-stationary nature of the sEMG 

signal, and to the fact that it provides superficial information 

with relatively low spatial resolution, which makes it difficult 

to compensate for crosstalk effects [4]. Furthermore, even 

though sEMG has a direct relation to muscle activation force, 

its relationship with specific hand and wrist positions is not 

subject-specific and may vary over time. This implies that 

sEMG-based HMIs typically rely on users making active 

efforts to generate specific activation patterns with their arms 

and hands for each gesture. 

 Ultrasound (US), on the other hand, can be used to identify 

the muscle morphology independent of the presence, or lack 

of, muscle activity. Therefore, it may provide better mapping 

to hand kinematics. Its application for HMIs was initially 

proposed by Zheng et al. [5], using brightness mode (B-mode)  

to continuously monitor muscle activity (referred to as 

sonomyography). Since then, this method has been validated 

by multiple groups [6-8] for the task of prosthetic control via 

computer vision-inspired pattern recognition pipelines. 
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Although these methods showed remarkably higher 

performance compared to sEMG [9, 10], they are not ready for 

translation outside laboratory settings because of the large size 

of the US probes needed, and the low robustness they have 

against probe shifts and donning and doffing. 

A more translatable design of US systems for HMIs involves 

independent US transducers, in amplitude mode (A-mode), 

positioned around the forearm in an armband-like fashion 

[11]. In exchange for local spatial resolution, A-mode 

wearable systems ensure wide coverage of the forearm 

muscles, redundancy, and robustness to transducer shift. 

Initially proposed with a single transducer tracking muscle 

deformation versus wrist extension [12], subsequent works 

proposed improvements of this technique [11, 13, 14]. Its most 

recent application uses 8 channels and provides reliable 

estimates in proportional 2-DoF target achievement control 

tasks [15]. 

In this study, we propose a novel wearable US system and its 

application to accurately control more than 2 simultaneous 

DoFs. The developed wearable US armband has 24 

independent transducers and advances the state of the art 

because of a greater number of channels than previous systems 

and of the operation model that implies that each transducer 

acts as receiver for waves generated by all other transducers. 

With this system, we implemented a machine learning pipeline 

that achieved simultaneous position control of wrist and hand 

kinematics. We first validated this pipeline offline in 

combination with a motion capture system and compared its 

performance against sEMG, and then validated it online in a 

pointer control scenario. 

II. METHODS 

A. Participants 

8 healthy participants (n=8, 6 female and 2 male, 27 ± 4 yr) 

were recruited for the offline experiments and other 8 healthy 

participants (n=8, 3 female and 5 male, 28 ± 4 yr) took part on 

the online target achievement control (TAC) experiment. All 

procedures and experiments were approved in accordance with 

the declaration of Helsinki by the Imperial College Research 

Ethics Committee (refs: 18IC4685 and 22IC7602). Before 

data collection, the volunteers were briefed on the study, 

presented with a participant information form, allowed to ask 

any questions, and asked to sign a consent form. As the 

datasets acquired are large, the data was not registered in a 

public database but may be made available, as appropriate, 

upon request. 

B. Equipment 

1) Ultrasound A-mode Armband 

We designed an armband system (Fig. 1), made of multiple 

small 3D printed holders and held by one adjustable string and 

two elastic bands. It provides a flexible and wearable interface 

for up to 32 piezoelectric transducers. The bracelet design 

allowed positioning of the transducers in two parallel circles 

(1 cm apart). This allowed us to generate two detection planes. 

The bracelet modularity allows its usage with a varying 

number of transducers, depending on the size of the user’s 

limb. Each of the transducers is connected via a twisted pair 

cable to a printed circuit board that is connected to a portable 

acquisition system (MoUSE, Fraunhofer IBMT, Sulzbach, 

DE). This system was in charge of driving the US 

transmission and of recording the signals. The system can 

send customizable sequences of transmissions for each 

channel and records the US echoes at up to 12-bit resolution 

for up to 320 𝜇𝑠 at a 50-MHz sampling rate [16]. The system 

works as a multiple receiver interface: for each transmission 

event is received and recorded by all  transducers.  

We used 1-MHz piezoelectric transducers (circular, 2.5mm 

radius, 15° opening angle). This frequency has been used in 

previous studies [17] but its lower than the frequencies used in 

some other A-mode studies (5-MHz [18, 19], 10-MHz [13]). 

Our choice was based on the working principle of the device, 

as a multiple-receiver system. The relatively small frequency 

reduced tissue attenuation, thus maximizing the signal power 

arriving at the receivers around the forearm. 

 

2) Motion Capture 

An optical marker motion capture system (SMART DX, 

BTS Bioengineering, Milano, IT) with eight cameras was used 

to record the positions of 14 markers at 150 frames per 

second. The cameras were positioned to ensure that 

throughout the duration of the movements each marker was 

visible by two or more cameras. The 14 reflective markers 

were positioned on the hand, wrist, and elbow to measure the 

 
Fig. 1. Custom A-mode US bracelet. Rectangular holders were individually 

3D printed to hold a pair of transducers at 1.5cm from each other. Clips hold 
the transducers in place. The design allows for a variable number of 

transducers to be placed depending on participant forearm circumference.  

TABLE I 
DESCRIPTIONS OF EACH MOVEMENT SET PERFORMED 

Movement 

Set 
Description Movements performed 

Simple 

1 DoF wrist and 

hand 

movements 
 

Wrist flexion/extension, wrist 

radial/ulnar deviation, pronation and 

supination, hand opening/closing 
 

Sequential 

Opening/closing 

hand in different 
wrist positions 

in 1 DoF 

 

Sequential wrist movement and hand 

closing/opening movements. Same 

wrist movements as in set 1 
 

Simultaneous 

Opening/closing 

hand while wrist 

moves in 1 DoF 
 

Simultaneous wrist movement and 

hand closing/opening. Same wrist 

movements as set 1 
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arm and hand kinematics. The placement of the markers is 

described in Fig. 2a. 

3) Synchronization 

An active low output port of the US system sent 50-𝜇𝑠 

trigger pulses at every transmission. These pulses were fed 

into an Arduino Due which provided an input for the motion 

capture system. This signal was sampled at 500 Hz and used 

in post-processing to align the US and motion capture 

recordings. 

C. Experiments 

Participants were guided to an adjustable stool surrounded 

by motion capture cameras. The right arm was positioned on a 

metallic cushioned support frame resting at a neutral position 

(hand relaxed and ulnar styloid pointing downwards). A 

computer screen was positioned outside the area recorded by 

the video cameras, at a comfortable distance from the 

participant. The screen displayed videos showing the 

participant how to perform the required movements. The US 

bracelet was mounted on the forearm at around 3-cm distance 

from the antecubital fossa. This position was chosen as it both 

provided comfort and allowed coverage of the bellies of most 

of the wrist and extrinsic hand muscles. Water-soluble 

hypoallergenic US transmission gel was applied between each 

of the transducers and the skin to provide appropriate 

coupling. The transducers were designed with a slight concave 

curvature in the last coupling layer, so that the gel was trapped 

between the sensors and the skin, improving the coupling and 

reducing the needed amount of gel. This also had the side 

effect of reducing the “slipping” of the bracelet, which is often 

observed in similar systems due to the reduced friction caused 

by use of the gel. Due to the bracelet design, not all 

transducers could be positioned for participants with a small 

forearm circumference. Therefore, for consistency across 

subjects, only 24 transducers (12 per circle) were positioned 

and used in all experiments. Finally, the 14 reflective markers 

for motion capture were positioned. 

Participants were instructed to perform 19 different tasks 

with the guidance of videos. Each task consisted of five 

repetitions of a specific type of movement resulting in 95 

recordings. The movements, described in Table I, involved 

moving the wrist and/or fingers from a neutral position to a 

target position activating one (or more) DoFs (2 s), holding the 

position (3 s), and moving back to neutral (2 s). For the 

sequential tasks, participants first moved the wrist to the target 

position and maintained that position while opening and 

closing the hand (2 s for transitions), and then they moved the 

wrist back to a neutral position. The Simple movement set 

involved each of the four DoFs moving in isolation in its 

simplest form. The Sequential set aimed to explore having the 

wrist DoFs in different positions while activating the hand 

DoF. Lastly, the Simultaneous set involved moving each of 

the wrist DoFs and the hand DoF at the same time. 

D. Data Analysis 

1) Motion Capture 

From the motion capture, the positions of the markers were 

calculated in (x, y, z) coordinates in a 3D reference space, 

interpolated via 1𝑠𝑡 degree spline, and filtered with a 3𝑟𝑑 order 

Butterworth low-pass filter with frequency determined via 

residual analysis [20]. Flexion-extension, radial-ulnar 

deviation, and supination-pronation angles of the wrist and the 

metacarpophalangeal and proximal interphalangeal joints of 

the first three fingers were calculated following methods by 

 
Fig. 2. (a) Placement positions of the optical markers. US: styloid process of 

ulna; RS: styloid process of radius; EM: medial epicondyle of elbow; EL; 
lateral epicondyle of elbow; Mi: head of the metacarpal bone of finger i (i = 1-

3); Pi: head of proximal phalanx of finger i (i = 1-3); Di: head of distal 

phalanx of the thumb (i = 1) and head of middle phalanx of long fingers (i = 
2-3). (b) Graphical interface developed for the online validation. The 3-DoF 

control was abstracted as movements of the blue point along the x and y axis 
as well as the changing of the red circle size. 

TABLE II 
NORMALIZED TARGETS FOR THE TARGET ACHIEVEMENT CONTROL TEST. 

FROM -1 TO 1 FOR MAXIMUM FLEXION TO EXTENSION AND PRONATION TO 

SUPINATION, AND FROM 0 TO 1 FOR HAND OPENING TO CLOSING 

 Flexion 

Extension 

Pronation 

Supination 

Hand Open 

Close 

1
 D

o
F

 

0.3 0.0 0.0 
-0.3 0.0 0.0 

0.0 0.3 0.0 

0.0 -0.3 0.0 
0.0 0.0 0.3 

0.0 0.0 0.6 

0.8 0.0 0.0 
-0.8 0.0 0.0 

0.0 0.8 0.0 

0.0 -0.8 0.0 
0.0 0.0 0.8 

0.0 0.0 1.0 

2
 D

o
F

s 

0.5 0.5 0.0 
0.5 -0.5 0.0 

-0.5 0.5 0.0 

-0.5 -0.5 0.0 
0.5 0.0 0.5 

-0.5 0.0 0.5 

0.0 0.5 0.8 
0.0 -0.5 0.8 

3
 D

o
F

s 

0.3 0.3 0.3 

0.3 -0.3 0.3 
-0.3 0.3 0.3 

-0.3 -0.3 0.3 

0.5 0.5 0.8 
0.5 -0.5 0.8 

-0.5 0.5 0.8 

-0.5 0.5 0.8 
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Carpinela et al. [21] (adapted by [22]). Lastly, the nine 

calculated angles were filtered via a low-pass filter (3𝑟𝑑 order, 

Butterworth, cut-off frequency 5 Hz) and linearly interpolated 

to the US acquisition frame rate. In this work, only the angles 

of the wrist flexion-extension, radial-ulnar deviation and 

pronation-supination and the metacarpophalangeal angle of 

the index finger (representing one DoF of hand opening and 

closing) were used. Lastly, the kinematic data was used to 

split each recording into five parts, one for each repetition. 

This was done via semi-automatic cumulative summation, 

followed by a manual check by an expert. 

2) US Data  

The developed processing pipeline is illustrated in Fig. 3. 

The processing is performed one frame of US at a time. Each 

frame of A-mode data is comprised of 24 sonification events 

(one for each transducer in order) acquired one after the other. 

For each sonification event, one transducer acted as a 

transmitter and the same transducer as well as the rest of the 

transducers acted as receivers. Therefore, for each 

transmission event, 24 lines of US echoes were recorded for 

80 μs at 50-MHz, resulting in 4000 samples per line. 

Therefore, each frame comprised 24 events x 24 lines x 4000 

samples. The time between the first and last sonification event 

in each frame was approximately 2 ms, and therefore we 

considered them all to be done instantaneously for processing 

purposes. The offline experiment was performed at 

approximately 4.5 frames per second. 

Pre-processing started with channel selection and Time Gain 

Compensation, where half of the channels for each shot were 

excluded. This was done because the transducers were placed 

in two circles parallel to each other, meaning that only 

minimal information was recorded between them due to the 

low opening angle of the transducers. On the remaining 

channels, Time Gain Compensation was applied (soft tissue 

attenuation approximated to 0.5 dB/MHz*cm) to correct for 

attenuation. 

Afterwards, noise and delay corrections were applied. Static 

noise artifacts were present at the start of each channel and 

therefore the initial 800 samples were removed from all 

channels. Furthermore, as transducers were at different 

positions on the forearm, the initial samples often did not 

contain significant physiological information due to the 

propagation time needed for the wave to arrive at them. As the 

distance between each was variable, we used a shifting 

thresholding method to define a delay before any significant 

activity was found in each line. This resulted in channels with 

a variable number of samples, from around 900 to 3200 

samples per line. The last step of prepossessing was the 

smoothing and enveloping. Smoothing was performed via a 

Gaussian time filter (sigma 3) and the envelope was extracted 

via the absolute value of a Hilbert transformation.  

The feature extraction step started with windowing into non-

overlapping 200-samples windows (the last window with 

length less than 200 samples was excluded). From each 

window, the Root Mean Square (RMS) was computed and 

used as the only feature. Due to the high dimensionality of the 

US data this process resulted in over 3000 features per frame, 

many of which did not contain discriminative information 

because of the positioning of tissue and bone. Therefore, 

Principal Component Analysis (PCA) was applied to reduce 

the dimensionality of the feature space. Experimentally, 

maintaining the first 100 principal components was a good 

compromise between performance, robustness, and reduced 

potential for overfitting. The results, however, were similar 

across large changes in the number of kept components. The 

kept PCA components were used to train a group of linear 

regression (LR) models, using the motion capture calculated 

joint angles as the labels for each frame of US. 

 
Fig. 3. Diagram of the US processing pipeline. The raw US data goes through preprocessing where the channels on plane are selected, corrected via time gain 

compensation, have their static noise removed, are corrected propagation delay, are smoothed, and enveloped. This follows with a feature extraction step where 
data is windowed, and the root mean square is extracted from each followed by a principal component analysis were only the first 100 components are kept. 

Lastly, together with the motion capture calculated angles one linear regressor is trained for each DoF. 
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Each participant was analysed individually, over the 95 

recordings. Tests were performed on four sets of training and 

test data. The first three comprised each individual movement 

set described in Table I, and the fourth (indicated as All) used 

all movements sets together. Results for each combination 

were obtained via 5-fold cross-validation, where the training 

set was the concatenation of four repetitions of each gesture in 

the set and the test set contained the remaining repetitions. For 

each of the five folds, four LR were used to estimate the three 

angles of the wrist and one for the hand opening and closing. 

For all folds, all four angles were always estimated regardless 

of them being those instructed to be active, i.e. the regressor 

always worked on four DoFs estimates. From the estimations 

made by the LR system, the Coefficient of Determination (𝑅2) 

was calculated as the performance metric. Therefore, each 

participant produced 20 performance metrics per movement 

set. 

E. sEMG Experiment 

sEMG data were obtained from a previous study performed 

in the same laboratory as the US experiments (detailed 

description in [22]). Briefly, motion capture and sEMG were 

recorded simultaneously from the forearms of eight subjects 

(n=8, 6 male and 2 female, 27 ± 5 yr) while performing 

movements of the wrist and hand. The sEMG used for the 

analyses in the current study were 24 bipolar signals (2-mm 

electrodes; 20-mm inter-electrode distance) positioned around 

the forearm below the elbow. They were sampled by an 

amplifier (Quattrocento, OT Bioelettronica, Torino, IT) at 

2048 Hz, A/D converted to 16-bits, and digitally band-pass 

filtered (10-500 Hz). An Arduino uno was used to generate an 

active low trigger pulse to be sampled both by the sEMG 

amplifier and by the motion capture system and used to align 

the recordings. To ensure consistency between the US and the 

sEMG experiments, participants performed the same tasks, 

using the same videos as guidance. 

The motion capture data was filtered in the same way as in 

the US experiment. The sEMG data was further filtered 

between 20-500 Hz by a 5𝑡ℎ order Butterworth band pass 

filter, and by 3𝑟𝑑 order band stops at 50, 100 and 150 Hz, and 

rectified. Noisy or disconnected channels were excluded from 

further analysis. The data was windowed in non-overlapping 

220-ms intervals, and the RMS feature was extracted for each 

channel. LR on the same data splits used for US were used for 

EMG with 𝑅2 and the RMSE as the performance metrics. 

However, only for the EMG the predicted angles from the 

linear regressor were further low-pass filtered with cut-off 

frequency of 1 Hz (5𝑡ℎ order Butterworth filter) to reduce the 

variation between consecutive predictions to a physically 

compatible range. 

F. Online Validation  

The US pipeline previously described was implemented in 

an online fashion with a higher frame rate of approximately 14 

frames per second and used to perform a 3-DoF TAC test [23]. 

As in previous studies [24, 25], control was presented in an 

abstract manner (Fig. 2b). The blue point was controlled over 

the x-axis via the participant flexion-extension (left to right) 

and over the y-axis via pronation-supination (bottom to top) 

while the circumference radius was controlled via the opening 

and closing of the hand. With the system positioned, 

participants were guided by visual cues and by the 

  

 
Fig. 6. (a) Comparative evaluation of the 𝑅2 performances of the US method while using the multiple receiver approach and the single receiver approach in four 

different movement sets. The jitter graph shows individual results, and values below zero were not included. (b) Comparative evaluation of the US performance 
using a variable number of transducers for the single and multiple receiver approach. Performed on the “all” movement set. 

      

 
Fig. 4. Examples of target, prediction, and residual graphs for one testing group using 3 distinct models. Model trained with (a) A-mode US with 24 channels 

with multiple receivers, (b) A-mode US with 8 channels with single receivers, and (c) 24 channels of sEMG data followed by a low-pass 1 Hz filter. 

   

   

   

  

 
Fig. 5. 𝑅2 scores for three different models in four different movement sets. 

Blue uses the US processing detailed above with 24 channels and the 

multiple receiver approach, orange uses the same processing with eight 
channels and only single receivers, and green uses sEMG. Jitter graph shows 

individual results for each cross-validation of each DoF for each participant. 
Jitter results below zero were not included.  
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experimenter to follow predefined training movements. 

Movements spanned the 3 DoFs and their combinations 

lasting in total less than 150 s. Participants were allowed to 

retake the training up to three times until they were able to 

follow the path correctly. After training, participants were 

allowed around 5 min of familiarization before they were 

presented and asked to reach 28 different targets. Targets 

(Table II) were defined in a normalized space (from -1 to 1 for 

maximum flexion to extension and pronation to supination, 

and from 0 to 1 for hand opening to closing) presented in the 

same order for all participants, starting from those requiring 

movements along only 1 DoF, then 2 simultaneous DoFs and 

lastly all 3 DoFs. Between targets, the participants had to 

return to the center neutral position. To successfully complete 

a target, the participant had to stay within a normalized +- 

10% range of the target for 7 consecutive samples (dwelling 

time of approximately 500ms). If the target was not reached 

within 30 s, the trial was considered not successful. The 

completion rate (percentage of successful trials) was 

measured, and from the successful trials the time to 

completion was also calculated. 

G. Statistical Analysis 

Statistical analysis was performed to compare the 𝑅2 

results. In all factors tested at least one group did not follow a 

normal distribution (Shapiro-Wilk test with p<0.05). 

Therefore, the non-parametric Kruskal Wallis H test with 

factors being the movement combinations was used. When 

each factor comprised more than two groups, Mann-Whitney 

U-tests for post-hoc multiple comparison, with Bonferroni 

correction, were used. The n and p values are reported on each 

graph with the significance level set as p < 0.05. The p values 

are reported on the graphs up to 3 decimal points with values 

lower than 0.001 written as p < 0.001. 

 

III. RESULTS 

Fig. 4 shows three examples of the motion capture 

measured angles and the predicted ones by the regressors. The 

first, (Fig. 4a) showcases the results obtained using all 24 

channels with our multiple receiver approach. The second, 

(Fig. 4b) showcases an emulation of a system closer to what 

has been previously presented in the literature [15] using only 

8 channels and single receivers. The last, (Fig. 4c) shows the 

results using sEMG. These examples highlight that the system 

is able to predict the actual act of flexion and extension (initial 

portion until around 15s) and also follow the smaller flexion 

movements caused when abducting the wrist (from around 15s 

to 25s) as well as keeping the angle steady while the hand 

opens and close (end portion from around 50s to 60s). 

A. Comparison US vs sEMG 

In Fig. 5, we compare the overall results between our US A-

mode approach, a simulation of the performance of a US 

system based on the literature, and sEMG. Overall, higher 𝑅2 

values were obtained with both US approaches when 

compared to the sEMG. This difference was observed for all 

the movement sets tested, which indicates that US could 

outperform sEMG both on single DoF as well as simultaneous 

multi-DoF tasks. Between both US approaches, our proposed 

method had higher 𝑅2 values when compared to the lower 

channel count and with the single receiver method. All factors 

showed a significant (p < 0.001) difference between each 

group. 

B. Comparison of US acquisition methods 

The impact of the proposed multiple receiver approach 

against the conventional single receiver method on 

performance is shown in Fig. 6a. The multiple receiver 

approach led to a 𝑅2 distribution with significantly higher 

values (p < 0.001 for Simple and All, and p = 0.007 and 0.002 

for Sequential and Simultaneous, respectively) than with the 

single receiver method.  

Fig. 6b evaluates the change in performance on both 

approaches by artificially reducing the number of available 

channels. For each N, from one to 23 channels, 10 random 

combinations of N channels were tested. For N = 24 all 

channels were used. Increasing the channel count had an 

impact on performance up to N=18, after which the results 

were not significantly different anymore (p >0.05). 

Lastly, we evaluated whether having two independent 

circles of transducers improved the performance. This was 

done by comparing the 𝑅2 distributions obtained with the 2 

different models being trained on each circle and one being 

trained on both. The distributions for each of these were 

similar with statistical significance difference only in the “All” 

movement set (p= 0.01 and 0.0004). 

C. Online US Validation 

Fig. 7 displays the metrics calculated for the online 

validation. Fig. 7a shows and compares the average 

completion rate for all participants over 1-DoF (95.8 ± 8.3%), 

2-DoF (93.7 ± 8.8%), 3-DoF (89. ±9.7%), and all targets 

  
Fig. 7. Performance metrics for the online validation. (a) Completion rate for 
1-DoF, 2-DoF, 3-DoF, and all targets. (b) Time to completion for all 

successful trials. 
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(93.3 ± 6.2%). Fig. 7b shows the histogram of the time to 

completion for all successful trials. 

IV. DISCUSSION 

In this study we built and validated an HMI hardware 

interface and software pipeline that uses A-mode US signals to 

estimate the kinematics of the hand and wrist. Leveraging on a 

larger number of transducers than previous US-based HMIs 

and a novel recording methodology that uses information from 

all transducers on each transmission, we achieved 

improvements in the offline decoding of movements compared 

to previously proposed US- and EMG-based approaches. 

Furthermore, we presented a full validation of this novel 

approach in real-time for a 3-DoF pointer movement task. 

Current work on HMIs using upper limb muscle activation 

mainly uses EMG and shows important limitations. 

Nonetheless, sEMG has been used in successful product 

implementations for prostheses (e.g., Michelangelo hand by 

Ottobock [26]) and remote control (e.g., MyoArmband by 

Thalmic Labs [27]). However, EMG signal quality is 

influenced by the low-pass filtering and attenuation effect of 

the tissues and its intrinsic variability [4], while also having 

low spatial resolution. 

US on the other hand naturally avoids some of the pitfalls of 

the sEMG signal, while still being non-invasive. Being 

artificially elicited, US signals are highly stable over time and 

provide deep penetration in the tissues with good spatial 

resolution. Many previous works demonstrated the use of B-

mode imaging US for HMI [6, 7, 10, 28, 29]. B-mode allows 

for higher lateral resolution and for the generation of 2D 

images while A-mode works on individual lines of lower 

lateral resolution where echoes between each line do not have 

a clear spatial relation to each other. A recent review [30] 

found similar results for A- and B-mode US used for 

interfacing but pointed that the possibility to detect the 

movement on neighboring muscles could be an advantage of 

B-mode. Using B-mode, recent studies even show the 

feasibility of identifying single motor unit activity from US 

[31], as a new approach to movement intention decoding.  

While B-mode US may have some advantages over A-

mode, the path to implement B-mode as a wearable interface 

is still unclear. Currently, B-mode probes are bulky and hard 

to secure to the arm [30, 32]. Recent systems include flexible 

arrays for long term monitoring [33, 34], but the 

miniaturization of the electronics required for image 

acquisition and processing is still a challenge. Lastly, the B-

mode results have sometimes showed issues due to their 

limited field of view [6]. 

 Therefore, A-mode is currently a better candidate solution 

for a human interface, as it has more potential for wearability 

[32, 35] and, using sufficient channels can record, with 

redundancy, information from all around the forearm. 

A. Offline Validation 

Our results showed that the A-mode approach for HMIs is 

capable of outperforming sEMG-based decoding. Fig. 4 shows 

that even without a low-pass filter after the regressor, the 

predictions from the US model are more stable than with the 

sEMG model. Even with a 1-Hz low-pass filter the sEMG 

predictions are very variable, as seen in previous studies [36, 

37]. This result supports the argument that the US-extracted 

morphological information is directly suited for HMI 

applications. 

Our sEMG results (Fig. 5) are in agreement with previous 

results in the literature. Using sEMG, Bao et al. [37] reported 

an average 𝑅2 of 0.66 for two DoFs using linear regression 

while Zhao et al. [38] reported values over 0.9 using a 

musculoskeletal model. Other works reported values from 0.6 

to 0.8 using intramuscular EMG [39] and high-density sEMG 

[24]. 

Using A-mode US recordings, most previous works focused 

on classification [13, 19, 40]. Regression has been less used, 

with Guo et al. [12] achieving 𝑅2 values of approximately 0.9 

for one DoF wrist extension, and, more recently, Yang et al. 

reporting 𝑅2 values over 0.95 for wrist rotation and hand 

closing [15, 41]. Our results indicate similar 𝑅2 values but for 

up to four DoFs, thus expanding previous studies on US-based 

HMIs. 

Improved performance of our approach was achieved by a 

higher channel count and the proposed multiple-receiver 

approach (Fig. 5). By simulating a system closer to those used 

in previous papers [15], we verified that both the channel 

count and the multiple-receiver methods significantly 

contributed to the improvement in performance. Therefore, a 

lower transducer count and single receiver approach cannot 

properly extract all the morphological information from the 

forearm muscle activation. This could be due to a lack of 

coverage of all muscle tissues. 

We evaluated the performance change by using all channels 

with either the single and multiple receiver approach (Fig. 6a) 

and identified superior performance for the multiple receiving 

method. This implies that the US lines acquired by transducers 

other than the one transmitting contain information that is not 

present in the direct backscatters. Thus, the implementation of 

a multiple receiver strategy is suggested as a method to 

improve system performance without much additional 

complexity. 

The performance impact of the number of transducers was 

also evaluated by artificially limiting the number of 

transducers (Fig. 6b). As expected, the increase in 

performance from adding an extra transducer became 

progressively smaller as the number of transducers increased 

[42, 43]. However, significant increases in accuracy were still 

found by using up to 18 channels. While this result is likely to 

be variable between systems with different transducers, it 

points that work using A-mode US would benefit from using 

more transducers than what was implemented in previous 

studies. 

Lastly, we hope that our validation of simultaneous 

recording of US and motion capture can inspire future studies 

to proceed in this direction. While our application of motion 

capture required manual post-processing of the data for joint 

angle acquisition it may be possible to perform this process 

automatically and in real time. This would open the possibility 
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of acquiring extensive labeled data in a simplified process.  

B. Online Validation 

Proportional simultaneous position control of multiple DoFs 

in a pointer interface is a notably hard task. Using sEMG, 

online control can be achieved via velocity control using 

classification of gestures and a proportional component 

resulting in completions rates of 96% [25] and 98% [44]. 

Simultaneous position control provides more natural usage but 

is considerably harder as it requires constant correct 

predictions of all DoFs and does not allow for control via 

sequential activation of the DoFs. With position control using 

sEMG, Hahne et al. [45] used a linear regressor to perform 

functional tasks, and Nowak et al. [24] used high-density 

sEMG and a ridge regressor to perform a 3-DoF TAC test with 

reported success rates of 92%, 62% and 37% for targets 

requiring simultaneous activation of 1-DoF, 2-DoF and 3-

DoF. Our US results (Fig. 7) of 95%, 93% and 89% for 1-,2-, 

and 3-DoFs show that US can achieve similar high 

performances for 1-DoF targets and suffer little performance 

degradation with increase in the required simultaneous 

activation of DoFs. 

Online control has been preliminarily evaluated over 1-DoF 

in B-mode US works [8, 46]. In A-mode works, classification 

based works have been reported [18] with a classification-

based velocity control approach for a 3-DoF TAC test 

conducted with perfect completion rate [14]. Tests have also 

been done in online classification to control a prosthesis [47], 

and in integration between US and sEMG [48]. On online 

position control, Yang. et al. [15] achieved a 97% completion 

rate on a 2-DoF TAC test. Our work expands these results 

with a completion rate of 93% for 3-DoF tasks.  

 Completion time for all participants was overall low, with 

approximately 83% of the targets being completed in less than 

half of the available time (15 s). While not easily comparable 

due to different experimental setups, dwelling time, range of 

motion and selected targets our average completion time of 

8.9 ± 6.5 s is close to previously reported values (e.g., 15.61 ± 

4.12 s [14] and 4.66 ± 0.91 s [15]). 

C. Limitations and future work 

While the work developed marks a novel combination of 

hardware and software with promising applications in HMI, 

there are some limitations of note. The bracelet prototype 

design, while flexible, did not physically allow the usage of all 

available channels in all participants. It also requires 

application of US gel that reduces the usability for long 

periods of time as the gel dries and needs reapplication. US 

gel also reduces the friction between the bracelet and skin and 

sometimes may cause the sensors to slip during usage. Future 

work should investigate more stable designs that can adapt to 

different forearm circumferences as well as substitute the US 

gel for a more stable interface on the long term [44]. Also, the 

current version of the US acquisition is considerably portable 

but not wearable and has multiple cables that can obstruct 

natural movements of the user. Design work should also be 

dedicated on the optimization of the transducer themselves 

with special considerations on optimal center frequency and 

opening angle. 

The offline performance comparison between US and 

sEMG was performed on two distinct groups of participants. 

Ideally, both should have been recorded simultaneously, 

however the two systems do not physically fit in the forearm. 

On a similar note, our simulation of the results of other 

published applications of A-mode US is limited as systems are 

inherently unique and use different transducers, sampling rates 

and processing pipelines. 

On the online side, further work should use the setup 

developed for the TAC as part of actual workflows. Use cases 

such as control of mechanical or virtual limbs are a clear 

extension of the concept and would help validating its 

performance in realistic scenarios.  

V. CONCLUSION 

In conclusion, we have developed a portable A-mode US 

bracelet setup that, coupled with a processing pipeline, can 

simultaneously predict the wrist and hand kinematics for up to 

4 DoFs. In doing so, we validated the applicability of US as a 

solution for upper limb HMIs. We also evaluated the 

performance of the system against sEMG and proved that the 

inclusion of higher US channel count and a multiple receiver 

approach improves the robustness of the system. Lastly, we 

validated the system in real-time control where participants 

showed remarkable performance on a 3-DoF TAC test, 

expanding previous results. 
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