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Abstract

In this work, we developed and evaluated an algorithm
for selecting the most suitable lead for performing heart-
beat detection in ECG signals. For the development and
evaluation we used a public dataset of 927 multilead (2-
12 leads) stress-test recordings, with manually reviewed
heartbeat locations. The algorithm consists of a pattern-
recognition block based on features calculated from the
RR interval sequence, and a mixture of Gaussian classifier.
This block estimates whether the heartbeat is correctly de-
tected, ommited or incorrectly detected. With these estima-
tions, a detection quality index is calculated from the sensi-
tivity (S) and positive predictive value (P+) of each lead.
With this quality index a decision is made to choose the
best lead. Results show that the correct lead has been se-
lected in 70% of the recordings, and in 93% of the record-
ings the best lead was among the top 3 leads with higher
detection quality index. Finally, the selection of the lead
with higher quality index produces a gross median S of
100%, with percentile 5 at 99.6, and a gross median P+ of
98.9%, with percentile 5 at 89.2. The algorithm was devel-
oped and evaluated using ECG signals, but could be used
with other cardiovascular signals as well, being suitable
for automatically selecting the best lead/signal, or sorting
them for further analysis or manual correction.

1. Introduction

The analysis of signals of cardiovascular origin such
as the electrocardiographic (ECG) or plethysmographic
(PPG) signals provides a noninvasive and inexpensive
technique to analyze the heart function for different car-
diac conditions. In addition, complementary information
about the cardiovascular system can be gathered with other
signals, such as the arterial blood pressure (BP). In the
last years many algorithms were presented for the auto-
matic analysis of these signals, some of them are available
in Physionet [1]. One of the most frequent analysis per-
formed in first place is the detection of heartbeats, and the
subsequent construction of the RR interval sequence.

The automatic detection of heartbeats in the ECG was

abundantly studied in the last decades, developing many
algorithms which obtained average sensitivities (S) and
positive predictive values (P+) above the 90% in public
databases [2]. These results were presented in this same
conference by the same authors. We have shown [3] that
the performance of the detector in multilead signals is very
dependent on the chosen lead, and usually ranges from
90% to almost 100% for both S and P+. Despite of
the good performance and generalization of current algo-
rithms, applications needing to track specific signal fea-
tures in a beat-to-beat fashion rely heavily of a precise lo-
cation of the heartbeats. Stress testing recordings for is-
chemia detection are one example where several ECG fea-
tures must be tracked as the test evolves.

The objective of this work is to develop an algorithm
to quantify the quality of the fiducial points produced by
QRS detection algorithms. The objective of this quality
metric is 1) to rank the leads in order to select the best
performing lead in an unassisted operation, and 2) to serve
as input to subsequent semiautomatic correction algorithm
in an assisted mode.

2. Material and methods

In this work we used two ECG databases for training
and evaluating the generalization of the algorithm. The
first is called “Exercise testing and perfusion imaging” and
is hosted by the THEW project [4]. This database includes
909 patients referred for stress testing following Bruce pro-
tocol. During the test, 12-lead ECG was recorded until the
recovery phase at a sampling rate of 1000 Hz, 0.15 µV of
resolution. The other database is the MIT-BIH ST Change
Database, available in Physionet [1]. This database in-
cludes 18 two-lead and 10 single-lead stress-test record-
ings sampled at 360 Hz. Ten recordings of this database
were discarded as they are single-lead. The dataset of 927
recordings which comprises both databases was divided
into a train and evaluation datasets. The train dataset in-
cludes the first 20 recordings from the THEW database,
while the remaining recordings were exclusively used for
performance evaluation.

The algorithm was evaluated using the ECG QRS detec-
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tion algorithm based on the wavelet transform described
in [5], but can be adapted to any algorithm that de-
tects heartbeats in any cardiovascular (CV) signal. The
pattern-recognition approach consists in training an statis-
tical model based on 5 features calculated from the RR in-
terval sequence and a mixture of Gaussians classifier. This
classifier will label each heartbeat as true positive (TP),
false positive (FP) or false negative (FN) heartbeat. For the
training of the model, the missed heartbeats were added to
the dataset to model the FN class, because they are in fact
missed and no present in the measurements. That is, when
the algorithm is operating, it has no information from their
existence other than the TP or FP detection that follows the
FN. To deal with this situation the next heartbeat, either a
TP or FP beat, is relabeled as FN as is shown for the third
heartbeat of Figure 2.

Four of the five features used for describing the rhythm
evolution, were already used in the context of heartbeats
classification [6]. For the i-th QRS complex fiducial
point fQRS [n], the corresponding RR interval is defined
as RR[n] = fQRS [n] − fQRS [n − 1]. Then we used
RR[n − 1], RR[n] to describe the recent evolution of the
heart rhythm, and two estimates of the local and global
rhythm by calculating the mean RR interval in the last
10 and 60 seconds, referred as RR10and RR60 respec-
tively. Figure 1 shows an example of the rhythm features
described.

The last feature used depends on the co-occurrence
(O[n]) of a heartbeat in other ECG leads (or CV signals).
Thus, for a multilead ECG signal withN leads, a heartbeat
Ql[n] detected in lead l would have a O[n] = N if this
heartbeat was also detected in all the other leads. Note that
erroneously detected heartbeats or FP, are likely to have
O[n] values close to zero in multilead signals, as is shown
in Figure 2. In order to use the feature O[n] with an ar-
bitrary amount of signals N , we mapped O[n] through a
sigmoid in order to convert the range from [0 − N ] to an
arbitrary range [0-1000]. For considering co-occurrence
across leads, we seek the existence of heartbeats in other
leads within a time window of 200 ms centered in Ql[n].

The classifier used is based on the mixture of Gaussians
model [7], because of the expected multi-modality of the
data. The training of this classifier consists of estimating
the parameters of a density function

p(x|Ψ) =
K∑

k=1

πk · f(x;µk,Σk),

being

f(x;µk,Σk) =
1√

(2π)m |Σk|
· exp−

1
2 (x−µk)

TΣ−1
k

(x−µk)

where the m-dimensional feature vector

xn = (RR[n − 1 ], RR[n], RR10 , RR60 , O [n])
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Figure 2. Toy example showing the co-occurrence feature
O[n], calculated for lead V6 assuming all other leads are
perfectly detected. Note that false positives are showed
with a +, and false negative labels are assigned to the next
detection after a FN.

is modeled by K Gaussians with mixing coefficients πk,
in order to retain a more realistic structure of the data. The
parameter set Ψ = {πk, µk, Σk|k = 1, . . . ,K} is esti-
mated by maximum likelihood criterion. We maximize the
log likelihood

L(X|Ψ) = ln

N∏
n=1

p(xn|Ψ),

for theN heartbeats in each recordingX = {x1, . . . , xN}.
Since there is no closed-form solution for Ψ by maximiz-
ing L(X|Ψ), the well-known expectation-maximization
algorithm (EM) is used to obtain the estimation equations
of the parameters Ψ, which are the mixing coefficient for
each cluster

π̂k =
1

N

N∑
m=1

β̂m,k, (1)

the cluster mean

µ̂k =
1

Nπ̂k

N∑
m=1

β̂m,kxm (2)

and cluster covariance matrix

Σ̂k =
1

Nπ̂k

N∑
m=1

β̂m,k(xm − µ̂k) · (xm − µ̂k)T. (3)

Where β̂m,k is known as the ownership variable, which
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Figure 1. Features used by the algorithm based on the RR interval sequence.

indicates the probability of sample xm to have been gen-
erated by the k-th component

β̂m,k =
π̂k · f(xm; µ̂k, Σ̂k)∑K
j=1 π̂j · f(xm; µ̂j, Σ̂j)

.

The EM algorithm iteratively computes the weight, loca-
tion and dispersion for each of the K clusters (Eq. (1)-
(3) respectively), until β̂m,k does not change significantly,
which is equivalent to obtaining stable clusters. The inter-
ested reader is referred to [7, 8] for details, equations and
the implementation used. Then we learn in the training
data a parameter set Ψi for each of the three classes, that
are used in the evaluation data to calculate three posterior
probabilities for each heartbeat. Finally during the use of
the trained classifier, each heartbeat is assigned to the class
with higher posterior probability.

With the estimated and true labels we construct a 3 × 3
confusion matrix to calculate the class and global perfor-
mances:

Estimated classes

Tr
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For the i-th class nTii is the number of correctly classi-
fied examples and nFij is the number of examples of class
i classified as class j; Ni is the total number of examples
for class i, Pi is the number of examples classified as class
i and NT is the total number of heartbeats in the dataset.
Being Ni = nTii +

∑
m6=i n

F
im, Pi = nTii +

∑
m6=i n

F
mi,

and NT =
∑C

i=1Ni, then for each class we define class

sensitivity Si =
nT
ii

Ni
and class positive predictive value

P+
i =

nT
ii

Pi
as and and its global counterparts as the mean

of all class performances S = 1
C

∑C
i=1 Si and P+ =

1
C

∑C
i=1 P

+
i . Finally the global accuracy is calculated as

A =
1

NT

C∑
i=1

nTii =
C∑
i=1

Ni

NT
Si (4)

Using the estimated labels we finally calculated a quality
index

ql = 2/3Ŝl + 1/3P̂+
l

for each lead l where Ŝl = TP
TP+FN and P̂+

l = TP
TP+FP .

Then for each recording, we choose the lead with higher ql
for performance calculation.

3. Results

The results obtained in the evaluation set are presented
in Tables 1 and 2. As it can be seen, the S and P+ ob-
tained for FP and TP classes are above 80%, however the
P+ of FN class shows that there is room of improvement.
Despite this weakness, the calculated quality metric ql is
robust enough to choose the correct lead in 70% of the
evaluated recordings and in the 93% the lead chosen was
among the 3 best leads. When choosing the lead with high-
est quality index, the median decrease in S, compared to
the actual best lead was 0% with percentile 5 at 0.11% and
percentile 95 at -0.05%, while for the P+ the median de-
crease of 0%, with same percentiles at 0.49 and 0% respec-
tively.

4. Discussion and conclusions

In this work we presented an algorithm for selecting the
best single-lead QRS detection from an arbitrary multilead
signal. This methodology was evaluated for a QRS detec-
tor developed in our group [5] and for stress-testing record-
ings, but could be applied to any detector and other ECG
recording types. One aspect not studied in this work is
the minimum window length necessary for the algorithm
to produce a useful quality estimation ql. When used in
shorter segments, this analysis would allow not only to se-
lect the best lead in shorter recordings, but also the best
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Table 1. Classification results obtained in evaluation set.

Truth

Algorithm
fn fp tp Total

FN 313319 2175 27714 343208
FP 104054 1096893 76190 1277137
TP 2099566 231492 17332305 19663363

Total 2516939 1330560 17436209 21283708

FN FP TP Total
S P+ S P+ S P+ A S P+

91 12 86 82 88 99 88 88 65

Table 2. Gross QRS detection performance. Median and
percentiles 5 and 95.

lead selected S P+

best 100 (99.7 – 100) 99 (89.5 – 100)
this algorithm 100 (99.6 – 100) 98.9 (89.2 – 100)

worst 93.2 (76.4 – 99.9) 89.1 (69.5 – 98.9)

lead for each segment in larger recordings, in order to cre-
ate a combined RR interval series from the concatenation
of the different segments.

Most of the features were previously validated in the
context of heartbeat classification, as well as the classifier
used [6, 9]. The only feature newly-proposed in this work
is the co-occurrence among the remaining leads/signals,
which exploits the multilead/multisignals nature of cardio-
vascular recordings.

In order to perform a realistic evaluation of the perfor-
mance, the algorithm was trained only in 20 registers, and
evaluated in the remaining 907. The results suggest that
the classifier part of the algorithm performed well above
the 80% labeling the FP and TP classes, as can be seen
in Table 1. The most difficult class was undoubtedly FN,
with a good sensitivity, but a very low P+. This low per-
formance is influenced by the high sensitivity of the QRS
detector used, in this case the detector presented in [5],
producing very few FN heartbeats to train the system. As
can be seen in Table 1, the FN class is 4 times less rep-
resented than FP, and 60 times less represented than TP.
However this lack of performance seems not to be prepon-
derant in the total performance of the algorithm, since the
correct lead was chosen in 70% of the recordings, and was
one of the three leads with higher ql index in the 93% of
the recordings. The last result also suggest that the algo-
rithm is suitable for selecting the correct lead, since the
median decrease in S and P+ was 0%. That suggest that
even if the lead was not the best in one given recording, the
performance is comparably good. It is also remarkable the
improvement obtained respect to the worst lead, as can be
seen in table 2.

The work presented can be extended to other classes of

ECG recordings and cardiovascular signals, such as BP
and PPG, and also for shorter time windows in order to
deal with transient signal loss. The results presented sug-
gest that the algorithm performance is suitable for its use
in ECG stress-test recordings.
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