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The two  problems 
- The current size of the Internet 

does not allow us to deploy 
quick global modifications (e.g. 
IPv6 is from Dec. 1998) 

- The changes must be accepted 
and progressively introduced, 
and they have to be backwards 
compatible 
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The two  problems 
- The last big change: January 1st 1983. 

- NCP was substituted by TCP/IP 

- 400 nodes 
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The two  problems 
- Which services was the Internet 

thought for?  

- e-mail, file transfer 

- The Internet was not designed 
for real-time services (delivery 
deadline). 
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The two  problems 
- Traditional services are called 

Best-effort 

- This means that the network will 
try to deliver the information as 
soon as possible 

- But there are no maximum delay 
guarantees (like a postcard) 
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The two  problems 
- But real-time services are being 

widely used: VoIP, video 
conference, online gaming 
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- Quality problem: Using a best 
effort network for a real-time 
service. 

- E.g. in IP Telephony, users 
demand a quality similar to the 
one they used to have with 
traditional telephony 

- We need to measure quality 

The two  problems 
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- But there are network 
impairments: 

- Delay: If it is big, interactivity is 
lost. Causes: 

- Network equipment 

- Applications 

- Speed of light 

8,000km / 300,000km/sec = 0,026 sec 

The two  problems 
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- Packet loss: There are network 
bottlenecks, so buffers are used. 
They have a limited capacity, so 
sometimes they drop packets:

 
size

Discarded packets

Incoming packets

size

Discarded packets

Incoming packets

The two  problems 
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- Network jitter: different delay for 
different packets. Caused by 
bursty traffic (e.g. web browsing)

 

Delay 1 Delay 2 Delay 3 Delay i

Transmission

Reception

...

The two  problems 



Online Games Traffic. University of Zagreb, May 10th 2012 

The two  problems 
- E-Model: ITU’s solution that 

estimates perceived quality of voice, 
as a function of delay, packet loss, 
jitter, and other things: codec, etc. 

- Battery of surveys in order to obtain 
a MOS (Mean Opinion Score) model 
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- A mathematical model is obtained, 
and it is able to generate an 
estimation of the Quality we would 
obtain with that network conditions 

 

MOS model 

Delay 

Packet loss 

jitter 

etc 

Expected quality 

The two  problems 
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- Efficiency problem 

- In the Internet, every packet 
needs a header, including its 
origin, destination, port, etc. 

- It is not my information: it is the 
overhead, which is removed at 
the destination (envelope) 

- The maximum size is 1,500 bytes. 

The two  problems 
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- The IPv4 header: 20 bytes 

 

 

- The IPv6 header: 40 bytes 

The two  problems 
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- The TCP header: 20 bytes 

 

 

- The UDP header: 8 bytes 

The two  problems 
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The two problems 
- Efficiency problem 

- E.g. If I have to send a big file, I 
divide it in chunks of 1500 bytes, 
and I have an efficiency of 97% 

One IPv4/TCP packet 1500 bytes

η=1460/1500=97%

IPv4 TCP 



Online Games Traffic. University of Zagreb, May 10th 2012 

The two problems 
- Efficiency problem 

- But real-time services cannot 
wait. They need information 
every 20 ms, so efficiency gets 
really bad (33%): 

One IPv4/UDP/RTP VoIP packet with two samples of 10 bytes

η=20/60=33%

codec G.729a, 2 samples IPv4 UDP RTP 
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The two problems 
- Efficiency problem 

- If I use IPv6 (the next version of 
the protocol, with a huge number 
of different addresses), the 
efficiency only drops to 96% 

One IPv6/TCP packet 1500 bytes

η=1440/1500=96%

IPv6 TCP 
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The two problems 
- Efficiency problem 

- But for real-time services it 
becomes even worse: only one 
byte out of four is useful 
information! 

One IPv6/UDP/RTP packet of VoIP with two samples of 10 bytes

η=20/80=25%

codec G.729a, 2 samples IPv6 UDP RTP 
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The two problems 
But… 

Weren’t you supposed to talk about 
online games? 
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Online games 
- In fact, online games also have 

these two problems: 

- Quality problem: Very stringent 
real-time requirements: Players 
are really difficult to satisfy 
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Online games 
- They generate small packets, so 

the efficiency problem is also 
present 
 

40 50 60 70 80 90 100 110
bytes

0 10 20 30 40 50 60 70
ms

Quake II 

40 50 60 70 80 90 100 110
bytes

0 10 20 30 40 50 60 70
ms

40 50 60 70 80 90 100 110
bytes

0 10 20 30 40 50 60 70
ms

40 50 60 70 80 90 100 110
bytes
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Unreal 
Tournament 

Counter 
Strike I 
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Online games: genres 
 

Real-time strategy Sports 

MMORPG FPS 
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- First Person Shooters are the 
ones with the tightest real-time 
requirements (video) 

FPS online games 
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FPS online games 
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FPS online games 
Delay: Very important 
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FPS online games 
- Traffic characteristics 

- UDP 

- Small packets (100 bytes maximum) 

- High frequency (25 to 85 pps) 

(very similar to Voice over IP) 

- A universal MOS does not exist 

- Some games are more sensitive to delay, or 
packet loss, or jitter, etc.  
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FPS online games 
FPS use a client-server architecture 

- Consistency of the game 

- Avoiding cheating 
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FPS online games 
FPS use a client-server architecture 

- Consistency of the game 

- Avoiding cheating 

- Charge for the use (the most 
important one) 
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FPS online games 
FPS use a client-server architecture 

- Three limitations 

Uplink bandwidth limit 
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FPS online games 
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FPS online games 
FPS use a client-server architecture 

- Three limitations 

 Server processing 
capacity limit 
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FPS online games 
FPS use a client-server architecture 

- Three limitations 

 Downlink bandwidth limit 
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FPS online games 
The network is the part that I do 
not control 

 - Big amount of data in my 
 hard disk (size of WoW folder) 

 - Small packets 

 - Frequent actualizations for 
 interactivity 
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FPS online games 
- The same problems we can find 

in VoIP.  

- Instead of having two users 
talking at the same time, we 
have the “shooting around the 
corner” problem. 
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FPS online games 
 

Jack Wang

Answer

Question

Network delay scheme

tim
e

Are you there?
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“Shooting around the corner” 

 
 

Jack Wang

Wang

FPS online games 
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“Shooting around the corner” 

 
 

Jack

Wang: Dead

Wang

Wang

FPS online games 
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“Shooting around the corner” 

 
 

Jack Wang

Wang: Dead ¡¡¡ #%$& !!!

FPS online games 
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FPS online games 
“Shooting around the corner” 

 
 

Jack Game server Wang

Position 1

Position 2

Shot Wang DEAD

Network delay scheme

tim
e
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- VoIP and FPS are very similar 
services: we have the same two 
problems: 

- Quality problem (delay, packet 
loss, etc) 

- Efficiency problem 

- Let’s use the same solutions! 

FPS online games 
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Multiplexing 
- Voice trunking between two 

offices: 
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Multiplexing 
- We merge the packets and make 

them share the header: 

1 flow

2 flows

3 flows
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Multiplexing 
- RFC 4170 (2005) deploys this, 

and also compresses the header 

PPP

PPP Mux

ECRTP

payload

IP

UDP

RTP
...

ECRTP

payload

L2TP

IP

One IPv4/UDP/RTP VoIP packet with two samples of 10 bytes

η=20/60=33%

Five IPv4/UDP/RTP VoIP packets with two samples of 10 bytes

η=20/60=33%

saving

VoIP

One IPv4 TCMTF Packet multiplexing five two sample packets

η=100/161=62%

40 to 6-8 bytes compression
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Multiplexing 
- RFC 4170 (2005) deploys this, 

and also compresses the header 

.

.

.

.

.

.

Context Context

IP Network

MUX+COMP DEMUX+DECOMP

Real-Time Tunneling-Compressing-Multiplexing Real-Time

.

.

.

.

.

.
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Multiplexing 
- RFC 4170 results: 

70%

85%

100%

0%

10%

20%

30%

40%

50%

60%

1234567891011121314151617181920

prob. of reduced headerNumber of calls

TCMTF Bandwidth Saving, RTP/UDP/IPv4 voice G.729a, 2 samples per packet
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Multiplexing 
- A trade-off appears:  

- Quality problem: We are adding 
an additional delay 

- Efficiency problem: we are 
improving it, since we are saving 
bandwidth 
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Multiplexing 
- Is there any scenario where a 

number of game traffic flows 
share the same path? 
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Internet café 

Multiplexing 
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Multiplexing 
- Local agent in the computer of a 

player 

 
 

.

.

. Game Server

Players
Access 

router Internet

Player and 

local agent
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Multiplexing 
- Local agent embedded in the 

router 

 
 

.

.

. Game Server

Access 

router and 

local agent

Internet

Players
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Multiplexing 
- Proxies managed by the game 

provider 

 
 

Central Game 

Server

Players

Game 

Proxy

Game 

Proxy

Game 

Proxy
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Multiplexing 
- Proxies managed by the game 

provider 

 
 

Players

Game Server

.

.

.

Wireless link

InternetMultiplexer
TCM

Wireless link

Wireless link

TCM

TCM

Multiplexer

Multiplexer

Players

Players
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A multiplexer is introduced, and it also 
compresses headers 

IP network

MUX DEMUX
.

.

.

 IP TCM  IP 

Game Server

Players

  

delaymux delayrouter delaynetwork

    

router

Multiplexing 
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In these scenarios, we can adapt the 
“trunking” scheme in order to save 
bandwidth and packets per second 

 

Multiplexing 



Online Games Traffic. University of Zagreb, May 10th 2012 

In these scenarios, we can adapt the 
“trunking” scheme in order to save 
bandwidth and packets per second 

… at the cost of adding delay and Jitter 

 

Multiplexing 
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First done for VoIP (RFC4170, “TCRTP”):  

 

 

 

Adapted for non-RTP flows: 

PPP

PPP Mux

Reduced Header

Payload

IP

UDP...
Reduced Header

Payload

L2TP

IP

PPP

PPP Mux

ECRTP

payload

IP

UDP

RTP
...

ECRTP

payload

L2TP

IP

Multiplexing 
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A period is defined, and all the packets 
arrived are compressed and 
multiplexed 

PE

. . .

. . .

. . .

. . .

Native 

traffic

Multiplexed 

traffic

PE PE PE

Multiplexing 
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Efficiency improvement IPv4 

One IPv4/TCP packet 1500 bytes

Four IPv4/UDP client-to-server packets of Counter Strike

One IPv4/TCM packet multiplexing four client-to-server Counter Strike packets

η=1460/1500=97%

η=61/89=68%

η=244/293=83%

One IPv4/UDP server-to-client packet of Counter Strike with 9 players

η=160/188=85%

saving

One IPv4/UDP/RTP packet of VoIP with two samples of 10 bytes

η=20/60=33%

Multiplexing 
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One IPv6/TCP packet 1500 bytes

Three IPv6/UDP client-to-server packets of Counter Strike

One IPv6/TCM packet multiplexing three client-to-server Counter Strike packets

η=1440/1500=96%

η=61/109=56%

η=183/246=74%

One IPv6/UDP server-to-client packet of Counter Strike with 9 players

η=160/208=77%

saving

One IPv6/UDP/RTP packet of VoIP with two samples of 10 bytes

η=20/80=25%

Efficiency improvement IPv6 

Multiplexing 
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Significant savings (Counter Strike) 
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Significant savings (Counter Strike) 
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Significant savings (Counter Strike) 
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10%

20%

30%

40%

50%

60%

Quake 2 Unreal
Tournament

Counter Strike
1

Quake 3 Enemy
Territory

Counter Strike
2

Halo 2 Quake 4

Bandwidth saving IPv4 IPv4 10 ms 5 players

IPv4 10 ms 20 players

IPv4 reached

IPv4 theoretical

Multiplexing 
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MMORPG 
Can this be adapted to MMORPGs? 

 
 

http://designcult.org/designcult/2010/08/mmo-subscription-charts.html 
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MMORPG 
Can this be adapted to MMORPGs? 

 
 

Six IPv4/TCP client-to-server packets of World of Warcraft. E[P]=20bytes

One IPv4/TCM packet multiplexing six client-to-server World of Warcraft packets

η=20/60=33%

η=120/187=64%

saving

Massively Multiplayer Online Role Playing Game (TCP)

40 to 7-9 bytes compression
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MMORPG 
Can this be adapted to MMORPGs? 
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"Widening the Scope of a Standard: Real Time Flows Tunneling, Compressing and Multiplexing," IEEE ICC 2012, Workshop on 
Telecommunications: from Research to Standards, June 10-11, 2012, Ottawa, Canada. In press 

http://diec.unizar.es/~jsaldana/personal/widening_scope_draft.pdf
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…and beyond 
And to other services? 

– Merging ACKs in satellite links 

– Remote desktop applications 
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IETF draft proposal 
TCMTF (Tunneling, Compressing and 
Multiplexing Traffic Flows) 

IP IP IP

No compr. / ROHC / IPHC / ECRTP

PPPMux / Other

GRE / L2TP / Other

IP

Compression layer

Multiplexing layer

Tunneling layer

Real-time traffic

Network Protocol

UDP

RTP

payload

UDPTCP

payloadpayload
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IETF draft proposal 
TCMTF (Tunneling, Compressing and 
Multiplexing Traffic Flows 

- Presentation in IETF83, Paris, Apr. 2012 
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Tradeoff 
 

 

 
PE ↑ 

BW↓ 

Mux 
jitter↑ 

Buffer 
jitter↓  

IP network

MUX DEMUX
.

.

.

 IP TCM  IP 

Game Server

Players

  

delaymux delayrouter delaynetwork

    

router


