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Abstract—This letter compares different policies for multiplex-
ing the traffic of online games. In order to achieve bandwidth
savings and to alleviate the high packet rate, headers are
compressed and a number of native packets are included into
a bigger one, using PPPMux and an L2TP tunnel. Small and
controlled delays and jitter are added due to retention at the
queue of the multiplexer. The policies are compared using real
traffic traces of a popular game, and the results show that the
savings are significant, while the impairments are not severe.

Index Terms—First person shooter, multiplexing, network
traffic, online gaming, QoS.

I. INTRODUCTION

ONLINE games via Internet have become a very popular
service in the last years. Amongst them, First Person

Shooters (FPS) are the ones with the tightest real-time re-
quirements. Players have proven to be very difficult to satisfy
[1], so game providers not only have to deploy smart titles, but
they must also offer a good network service. Statistical models
have been developed for the traffic of many titles [2]. All of
them have similar traffic patterns, generating high rates of tiny
UDP packets (some tens of bytes). The models are different for
client-to-server and server-to-client traffics, as servers generate
bigger packets.

In this context, the impact of FPS’s traffic on current
network infrastructures has also been studied [3]. A conclusion
is that the number of packets per second (pps) the router has
to manage is a bottleneck which has to be taken into account
in addition to the bandwidth limit. The reason is that many
existing networks were developed to manage big TCP packets.

Thus, the traffic of FPSs is not optimal for the current
network infrastructures due to two reasons: first, an efficiency
problem, since small packets entail a big overhead. This
problem will become even worse with the adoption of IPv6.
Secondly, the amount of pps is directly impaired due to the
high packet rate generated by these games.

There exist scenarios where many real-time flows share the
same link, so the traffic can be optimized in order to adapt
it to the infrastructure. Multiplexing is a well-known solution
that has been largely used for real-time services like VoIP
[4]. It enables us to group small packets into bigger ones,
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reducing the amount of pps, and having another interesting
consequence: the overhead caused by IP/UDP headers can be
significantly reduced, thus obtaining bandwidth savings.

A number of game flows can also share the same link in
some scenarios. One of them is an Internet café, where a
number (maybe some tens) of users can play together on the
same server. Multiplexing can save bandwidth of the Internet
access of the café. Other scenario is the one proposed in [5],
where booster boxes are used to improve the network support
for online games. They can be considered as middleboxes
defined by IETF RFC 3303 [6]. They could be attached to
ISP’s access routers, aggregating the traffic of many users of
a geographical zone and forwarding it to edge routers, which
would have to manage less pps. Finally, a third scenario can be
a wireless access network (e.g. WiMAX), where the efficiency
can be improved by multiplexing game flows.

The quality experienced by players depends on network
parameters, mainly delay, packet loss and jitter [7] . The
effects of multiplexing have to be studied, since a new delay
will be added (the retention time necessary to receive and
multiplex a number of packets) and the jitter may be increased.
Packet loss will only be indirectly affected because of the
packet size increase.

II. PROPOSED METHODS AND POLICIES

In RFC 4170 the IETF approved Tunneled Compressed RTP
[4] in order to multiplex RTP flows. First, ECRTP compressing
is applied, and many packets are included into the same one
using PPPMux. Finally, a L2TP tunnel is used in order to
send the whole multiplexed packet. We have used a similar
scheme but, since the traffic is not RTP, we can only compress
IP/UDP headers using IPHC or ROHCv2. This method is
named TCM (Tunnel-Compress-Multiplex). Fig. 1 presents the
structure of a TCM packet. It can be divided into the next
parts: Common Header (CH=25 bytes): it corresponds to the
IP, L2TP and PPP headers; PPPMux Header (MH=2 bytes):
it is included at the beginning of each compressed packet;
Reduced Header (RH=4.25 bytes average): it corresponds to
the compressed IP/UDP header of each native packet; Payload
(P): it is the UDP payload of the original packets generated by
the application. NH represents the size of a Normal IP/UDP
Header (28 bytes).

There are many policies that can be used to decide the
number of native packets to be included in each multiplexed
one. For instance, a fixed number of packets or a size limit
could be used, but they would not take into account the added
delays, which have a strong influence on QoS. So in this
work we will consider two policies capable of controlling
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Fig. 1. Structure of a TCM packet.
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Fig. 2. Schemes of a) timeout and b) period policies.

the delays, comparing their performance and behaviour: first,
timeout policy, in Fig. 2(a), sends a multiplexed packet if
a native one arrives and the time since the last multiplexed
packet departure is above a timeout TO. If there is only one
packet, it will be sent in its native form, as the use of a tunnel
would make it bigger. The other policy is named period, shown
in Fig. 2(b), where a multiplexed packet is sent at the end of
each interval or period PE. There are two exceptions: if there
is no packet to multiplex, nothing will be sent; and if there is
only one packet, it will be sent in its native form.

Next we will obtain the packet rate for each policy, and
the bandwidth relationship (BWR), i.e. the quotient between
the sizes of a multiplexed packet and the native ones it
includes. Let 𝑘 be the number native of packets included into
a multiplexed one. 𝑁 represents the number of players, and 𝜆
is the amount of pps generated by each player. The expected
value of the size of the native packets is:

𝐸[𝑘](𝑁𝐻 + 𝐸[𝑃 ]) (1)

And the expected size of the multiplexed packet will be:

𝑃𝑟(𝑘 = 1)(𝑁𝐻 + 𝐸[𝑃 ])+

+𝑃𝑟(𝑘 > 1)(𝐶𝐻+𝐸[𝑘∣𝑘 > 1](𝑀𝐻+𝐸[𝑅𝐻 ]+𝐸[𝑃 ])) (2)

So the quotient of (2) and (1) results:

𝐵𝑊𝑅 =
𝑃𝑟(𝑘 = 1)

𝐸[𝑘]
+ 𝑃𝑟(𝑘 > 1)

𝐶𝐻

𝐸[𝑘](𝑁𝐻 + 𝐸[𝑃 ])
+

+𝑃𝑟(𝑘 > 1)
𝐸[𝑘]∣𝑘 > 1]

𝐸[𝑘]

𝑀𝐻 + 𝐸[𝑅𝐻 ] + 𝐸[𝑃 ]

𝑁𝐻 + 𝐸[𝑃 ]
(3)

The first term expresses the situation in which a single
packet is sent. The second one refers to the sharing of the

common header, and it will be reduced as 𝐸[𝑘] grows. The
third one implies the existence of an asymptote: as the number
of packets grows, 𝑃𝑟(𝑘 > 1) tends to be 1, and 𝐸[𝑘∣𝑘 > 1]
tends to be 𝐸[𝑘], so (𝑀𝐻 +𝐸[𝑅𝐻 ] +𝐸[𝑃 ])/(𝑁𝐻 +𝐸[𝑃 ])
is the BWR limit.

The values of 𝑃𝑟(𝑘 = 0), 𝑃𝑟(𝑘 = 1) and 𝑃𝑟(𝑘 > 1)
depend on the multiplexing policies and also on the statistical
distribution of the traffic of the game. The value of 𝐸[𝑘∣𝑘 > 1],
taking into account that 𝐸[𝑘∣𝑘 = 0] = 0 and 𝐸[𝑘∣𝑘 = 1] = 1,
is:

𝐸[𝑘∣𝑘 > 1] =
𝐸[𝑘]− 𝑃𝑟(𝑘 = 1)

𝑃𝑟(𝑘 > 1)
(4)

So we need to calculate the values of 𝐸[𝑘], 𝑃𝑟(𝑘 = 1) and
𝑃𝑟(𝑘 > 1) for each policy. We will also obtain the packet
rate. The most common used models for inter packet times
are exponential, deterministic, normal, lognormal and extreme
[8]. We will present the calculations for the deterministic
distribution, as it is one of the most used. Some games [2],
[9] use two possible values for inter-packet times 𝑡1 and
𝑡2, each one with a probability 𝑝1 and 𝑝2. In this case,
𝜆 = 1/(𝑝1𝑡1 + 𝑝2𝑡2). A distribution with a single constant
delay is a particular case of this one with 𝑝1 = 1 and
𝑝2 = 0. We will consider consecutive inter-packet times as
independent.

In case of using timeout policy, the number of packets
arrived in the interval TO will be 𝑁𝜆𝑇𝑂, and if we add
the packet that triggers the departure, we obtain 𝐸[𝑘] =
𝑁𝜆𝑇𝑂 + 1. The multiplexed packet rate is the inverse of
inter-packet time, i.e. 1/(𝑇𝑂 + (1/𝑁𝜆)), which tends to be
1/𝑇𝑂 as 𝑁𝜆 grows.

In this case, as 𝑃𝑟(𝑘 = 0) is null, we have 𝑃𝑟(𝑘 > 1) = 1−
𝑃𝑟(𝑘 = 1). If we define 𝑙 as the number of packets of a user
arrived during TO, then 𝑃𝑟(𝑘 = 1) = [𝑃𝑟(𝑙 = 0)]𝑁 , so two
cases can be distinguished: if 𝑇𝑂 < 𝑡1 then 𝑃𝑟(𝑙 = 2) = 0,
so we obtain:

𝑃𝑟(𝑙 = 1) = 𝐸[𝑙] = 𝜆𝑇𝑂

𝑃𝑟(𝑙 = 0) = 1− 𝑃𝑟(𝑙 = 1) = 1− 𝜆𝑇𝑂 (5)

And if 𝑡1 ≤ 𝑇𝑂 < 𝑡2, then the probability of having
no packets from a user during TO, will correspond to the
probability of the timeout interval beginning during the first
𝑡2 − 𝑇𝑂 seconds of an inter-packet time of duration 𝑡2:

𝑃𝑟(𝑙 = 0) = 𝑝2𝜆(𝑡2 − 𝑇𝑂) (6)

If period policy is used, then 𝐸[𝑘] = 𝑁𝜆𝑃𝐸. The multi-
plexed packet rate will be 𝑃𝑟(𝑘 > 0)/𝑃𝐸, which tends to
be 1/𝑃𝐸 as 𝑁𝜆 grows. Now, 𝑃𝑟(𝑘 = 0) is not null, so we
have to calculate it, and also 𝑃𝑟(𝑘 = 1), in order to obtain
𝑃𝑟(𝑘 > 1). Assuming that 𝑃𝐸 < 2𝑡1, and 𝑡2 < 2𝑡1, then only
𝑙 = 2 packets from a player can arrive during a period. We



1134 IEEE COMMUNICATIONS LETTERS, VOL. 15, NO. 10, OCTOBER 2011

0.70

0.75

0.80

0.85

0.90

0.95

1.00

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

B
W

R
 

number of players 

Bandwidth Relationship BWR 

PE 10ms
TO 10ms
PE 25ms
TO 25ms
PE 40ms
TO 40ms

(a)

0.70

0.75

0.80

0.85

0.90

0.95

1.00

5 10 15 20 25 30 35 40 45 50

B
W

R
 

period (ms) 

Bandwidth Relationship BWR 
20 players simulation PE 20 players theoretical PE
10 players simulation PE 10 players theoretical PE
5 players simulation PE 5 players theoretical PE
20 players simulation TO 20 players theoretical TO
10 players simulation TO 10 players theoretical TO
5 players simulation TO 5 players theoretical TO

(b)

0

50

100

150

200

250

300

350

400

450

500

native 5 10 15 20 25 30 35 40 45 50

pp
s 

Period or Timeout (ms) 

Packets per second 

20 players PE

20 players TO

5 players PE

5 players TO

(c)

Fig. 3. a) Theoretical BWR for both policies. b) Simulation vs. theoretical BWR. c) Simulation pps for both policies.

Fig. 4. Retention time histogram using period policy for 20 users. PE=40ms.

can distinguish two cases: if 𝑃𝐸 < 𝑡1 then 𝑃𝑟(𝑙 = 2) = 0,
so 𝑃𝑟(𝑙 = 1) and 𝑃𝑟(𝑙 = 0) are obtained like in (5). When
𝑡1 ≤ 𝑃𝐸 < 𝑡2 then 𝑃𝑟(𝑙 = 0) is calculated as in (6):

𝑃𝑟(𝑙 = 0) = 𝑝2𝜆(𝑡2 − 𝑃𝐸) (7)

And knowing that 𝑃𝑟(𝑙 = 0)+𝑃𝑟(𝑙 = 1)+𝑃𝑟(𝑙 = 2) = 1
and the value of 𝐸[𝑙] = 𝑃𝑟(𝑙 = 1)+2𝑃𝑟(𝑙 = 2) = 𝜆𝑃𝐸, we
can find:

𝑃𝑟(𝑙 = 1) = 𝜆[𝑃𝐸 − 2𝑝1(𝑃𝐸 − 𝑡1)] (8)

𝑃𝑟(𝑙 = 2) = 𝑝1𝜆(𝑃𝐸 − 𝑡1) (9)

We will have zero packets if none of the users has sent
anyone, and one packet if a single user has sent one:

𝑃𝑟(𝑘 = 0) = [𝑃𝑟(𝑙 = 0)]𝑁 (10)

𝑃𝑟(𝑘 = 1) =

(
𝑁

1

)
𝑃𝑟(𝑙 = 1)[𝑃𝑟(𝑙 = 0)]𝑁−1 (11)

III. RESULTS AND CONCLUSIONS

In order to represent the results for timeout and period
policies, we have chosen a popular FPS game: Counter Strike
1.6. We have used client-to-server traffic because it is the
one which obtains the greatest savings. Its traffic has a very
characteristic behaviour [3], [9]. In OpenGL mode it presents
two deterministic inter-packet times of 33 and 50 ms, with
𝑝1 = 𝑝2 = 0.5. This behaviour fits the theoretical assumptions
of the previous section. In this case 𝜆 = 24𝑝𝑝𝑠 and 𝐸[𝑃 ] = 41
bytes. Fig. 3(a) shows the theoretical BWR. The asymptote is
BWR=0.68, so the saving is 32%. It can be seen that, as the
period or the timeout grow, both policies tend to be similar.
But for small values, timeout policy has better results, as it
includes one more native packet into the multiplexed one.

Fig. 5. Retention time histogram using timeout policy for 20 users. TO=40ms.
A peak of 2641 packets for delay=0 has been cut away for clarity.

Fig. 6. Standard deviation of retention time using period and timeout policies.

Simulations have also been carried out, using real traces of
110 sec. of the game under study, obtained from [10]. Fig. 3(b)
compares simulation and theoretical results, which fit well,
except for a slight difference for small periods and number of
players. The main cause is that the inter-packet times of the
real traces present small variations around 33 and 50 ms.

Fig. 3(c) presents the reduction in terms of pps obtained in
the simulations, which tend to be the inverse of PE or TO.
For 20 players, the rate can be reduced from 493 to 20 pps.

Fig. 4 and 5 show the retention time histogram for a period
or timeout of 40 ms. The average retention time is about half
the period or timeout. This added time is acceptable, as players
can tolerate times up to 200-225 ms [11]. While the period
policy has a uniform distribution and maintains the added
delay under an upper bound, timeout does not, and presents
a tail above 40 ms. It shows a peak at 0 ms caused by the
arrivals that trigger the multiplexed packets, and other one
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corresponding to inter-packet time of 33 ms. Fig. 6 shows the
standard deviation of the retention time, which is considered
an impairment parameter in some studies [7]. It is smaller for
the period policy, and the graphs are the same despite the
number of players. This represents an advantage with respect
to timeout. The small decrease around 30 ms in the 5 players
TO graph is caused by the inter-packet time of 33 ms.

As a summary, we can say that timeout policy has a better
behaviour in terms of bandwidth, but it lacks an upper bound
for the added delay, which period policy does have. The jitter
impairment is also bigger for timeout policy.
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