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Abstract The planning of intensity modulated radiation therapy cancer treatment poses an inverse problem and is usually solved by optimization methods. Treatment planning, in a majority of cases, requires restrictions to be imposed on the healthy organs, sensitive to the radiation, which justifies the use of constrained optimization. The application of these techniques in treatment planning usually involves serious complications and limitations due to the huge number of variables appearing in the planning process. This leads to large computation times and memory requirements. In this paper, strategies and algorithmic issues are proposed in order to cope with these limitations. The proposed methods have been applied and tested in real cases of prostate cancer, obtaining satisfactory results regarding computational limitations.
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I. INTRODUCTION

Radiation therapy is the treatment of cancer with ionizing radiation, in such a way that radiation, when passing through the tissue, damages tumor cells slowing or reversing the growth of tumors. A relevant development in the last decade is the intensity modulated radiotherapy (IMRT) system, where the distribution of the dose can be controlled with spatial accuracy using multileaf collimators (MLCs) [1], [2]. At the surface of a collimator the radiation delivered by the corresponding beam can be seen as a two-dimensional discrete pattern of beamlets. Numerical values associated to these beamlets, corresponding to fluence or energy fluence, are called beamlet weights. A schematic diagram of the system is shown in Fig. 1.

Inverse planning of IMRT systems consists of automatically determining the beamlet weights, so that a prescribed dose can be attained at discrete volume locations (voxels). Other parameters (such as the number of beams and their orientations) could additionally be considered [3], [4], although this issue is not taken into account here.

Several mathematical frameworks have been proposed in order to solve this IMRT inverse planning. Most of them are particular ways of analyzing large ill-conditioned systems of equations, where the beamlet weights are linearly related to the data, which are the prescribed doses at voxels (see [2] or Section II). Because of the nature of the problem, different types of constraints should also be considered. Physical constraints arise because of the limitations of the IMRT system (non-negativeness of the beamlet weights). Medical constraints are prescribed by the oncologist (limits on the received dose for different organs). The problem can be so hard that semi-automatic or interactive solutions are sometimes regarded as practical trade-offs [5]. Fully automatic frameworks include, among others: algebraic methods (constrained least squares [6]), stochastic optimization methods (such as simulated annealing [7] and genetic or evolutionary algorithms [4]) or backprojection-based methods [8].

It is important to keep in mind that, despite the number of available theoretical frameworks mentioned so far, several versions of nonstochastic traditional gradient-search methods remain extensively applied. This basic idea can be expressed with different names in IMRT planning: constrained optimization [9], active set algorithms [10] or nonlinear programming [11]. For this kind of methods, mathematic definitions must be given for the specific objective function and for the constraints of the problem.

In IMRT planning, linear or quadratic objective functions are the most usual choices [11], [12]. When the constraints are also linear, these special objective functions can lead to well-known optimization problems such as linear programming (LP) [13]–[15] or quadratic programming (QP). LP and QP have good theoretic properties, such as well-known conditions for convexity. Moreover, an important advantage is that a great number of practical algorithmic solutions are available for these problems [16].

The election of quadratic objective functions, compared to linear ones, has certain advantages. Least-squares emerge as a natural solution for IMRT problems [6] and, moreover, quadratic objective functions can be thought as more flexible...
models than linear ones. The price to be paid for this choice is the increased complexity of the problem. It has been argued that for IMRT planning, this is especially critical, as it is a large-scale problem which includes a high number of constraints [11].

One of the main concerns of this work is the proposal of special strategies in order to reduce the computational cost when nonlinear objective functions are used (see Section III). The effectiveness of the proposed techniques is shown on real cases of prostate cancer.

Results in this paper confirm that a wise election of a particular algorithmic solution, exploiting all the available knowledge, can have a great impact regarding practical concerns such as the computational time. For the type of QP problem solved here, significant differences have been found between two algorithms (Lemke and Rosen Gradient Projection algorithms). Lemke’s algorithm leads to reduced computational times, as it fully exploits the nature of the QP problem, whereas Rosen’s algorithm is more general (the objective function is not necessarily quadratic).

The rest of the paper is organized as follows. First, in Section II, the inverse planning problem for IMRT is posed and the particular choices for its solution are described (QP framework, Lemke and Rosen Gradient Projection algorithms). In Section III, the new proposed techniques for reducing the dimension of the problem are explained. Finally, results and conclusions are given.

II. INVERSE PLANNING

The external beam radiation therapy with intensity modulation poses a problem which can be represented by a mathematical model to relate the dose delivered by the linear accelerator (linac) that generates the radiation beam and the dose absorbed in the anatomy of the patient. The area affected by the tumour is divided in small cubed called voxels, usually tens of thousands, in order to obtain an accurate representation of the volume.

Likewise, radiation beams are discretized in beamlets [6]. The radiation beam delivers a dose which is described in terms of a matrix of weights (or fluence matrices), where each weight determines the dose delivered by its corresponding beamlet (see Fig. 1).

The dose delivered to each voxel is given by

\[ D_{oi} = \sum_{j=1}^{n} f_{ij} w_j, \quad i = 1, \ldots, m \]  

(1)

where \( n \) is the number of beamlet weights, \( m \) is the number of voxels, \( w_j \) is the value of the \( j \)-th weight, and \( f_{ij} \) is the contribution of dose from the \( j \)-th beamlet to the \( i \)-th voxel.

The reordering of the weights \( w_j \) of the fluence matrices in a vector \( w \) allows the previous expression to be expressed as a matrix

\[ D_o = F \cdot w \]  

(2)

where \( F \) is an \( m \times n \) matrix whose elements are the coefficients \( f_{ij} \) and \( D_o \) is an \( m \) dimensional vector where the doses corresponding to all the voxels are grouped. Consequently, once the matrix \( F \) is calculated, the dose obtained for a specific intensity pattern can be found directly.

The inverse problem for radiotherapy treatment planning is based on the knowledge of matrix \( F \). The goal is to find the weighting vector \( w \) that approximates the dose \( D_o \) prescribed by the oncologist in each organ or structure. Usually, a distinction is made between clinical target volume (CTV) (or affected organ), organs at risk (OARs) (or healthy organs), and unspecified tissues (UTs).

For the formulation of the problem, an objective error function \( G(w) \) has to be defined. It has been built as the sum of quadratic terms, measuring the difference between prescribed and obtained doses. In the definition of the objective function, a set \( S \) of organs or structures is considered (CTVs, OARs, and UT). The \( i \)-th structure comprises \( N_{Tk} \) voxels. \( T_k \) is a set of indexes for the voxels belonging to this structure. \( N_{Tk} \) enters a normalization term in the definition of the objective function preventing that big organs dominate its value. Moreover, a weighting coefficient \( P_k \) is introduced, allowing the oncologist to attach more relevance to one organ or another in the treatment. Objective functions considering similar criteria than the ones described have been proposed elsewhere [17], [18]. The objective function used here is defined as follows:

\[ G(w) = \sum_{k \in S} P_k \sum_{i \in T_k} (D_{oi} - D_{ki})^2 \]

\[ \sum_{k \in S} P_k = 1 \quad 0 < P_k < 1 \]

\[ \sum_{k \in S} N_{Tk} = m \]

\[ S = \{ CTV, OAR1, OAR2, \ldots \} \]  

(3)

This function can be written as a quadratic function of the weights as

\[ G(w) = \frac{1}{2} w^T Q w + T w + c \]  

(4)

being

\[ Q = \sum_{k \in S} \frac{2P_k}{N_{Tk}} F_k^T F_k \quad R = - \sum_{k \in S} \frac{2P_k}{N_{Tk}} F_k^T D_{pk} \]

\[ c = \sum_{k \in S} \frac{P_k}{N_{Tk}} D_{pk}^T D_{pk} \]  

(5)

where \( F_k \) and \( D_{pk} \) are respectively submatrix/subvector of \( F \) and \( D \) taking only the parts related to the \( k \) structure.

As several structures of the volume (OARs) need to be particularly protected, when considering the rows of matrix \( F \) which belong to the voxels or structures whose dose must be constrained by an upper bound, matrix \( A_U \) is obtained, being \( b_U \) a vector that contains the information of the maximum allowed dose. We apply dose constraints by means of imposing

\[ A_U w \leq b_U \]
being the number of rows in $A_c$ and $n$ the number of beamlet weights $w_j$.

Furthermore, given that the elements $w_j$ represent radiation intensities, and these are positive quantities, to obtain a physically significant solution it is necessary to impose an additional restriction owing to the nonnegativity of the weightings ($w \geq 0$). This is such that defining $-A_w w \leq b_w$, where $A_w$ is the identity matrix and $b_w$ is a $n$-sized vector with all its elements are null. Resulting in the matrices

$$
A_c = \begin{bmatrix} A_U \\ -A_w \end{bmatrix}, \quad b_c = \begin{bmatrix} b_U \\ -b_w \end{bmatrix}.
$$

(6)

The whole set of restrictions can be expressed as

$$
A_c w \leq b_c.
$$

(7)

The number of dose constraints will be

$$
m_c = m_U + n.
$$

(8)

This allows the planning process to be described by a conditioned optimization problem

Minimize: \( \frac{1}{2} w^T Q w + R^T w + c \)

Subject to: \( A_c w \leq b_c \).

The existence of inequality equations on constrained optimization methods based on the Lagrange theory requires the use of new slack variables for the conversion of inequality equations into equality equations [19].

A. Slack Variables, Lagrange Multipliers, Lagrangian, and KKT Conditions

The limitation of the dose in a voxel to a value $b_{U,i_c}$ corresponding to an organ at risk is represented by

$$
\sum_{j=1}^{n} a_{i,j} w_j \leq b_{U,i_c}, \quad i_c = 1, \ldots, m_U
$$

(9)

or

$$
h_{i_c}(w) = \sum_{j=1}^{n} a_{i,j} w_j - b_{U,i_c} \leq 0
$$

(10)

where the coefficients $a_{i,j}$ are the elements of the matrix $A_i$. Therefore, the upper condition in the voxels of OAR involves the creation of these variables. This is such that introducing slack variables $(s^2_{i_c})$ the previous equation is transformed into an equation of equality

$$
\sum_{j=1}^{n} a_{i,j} w_j - b_{U,i_c} + s^2_{i_c} = 0, \quad i_c = 1, \ldots, m_U.
$$

(11)

As $s^2$ is a positive term, the dose received by the $i$th voxel does not surpass the limit $b_{U,i_c}$ established.

In the same way, the condition of nonnegativity of the weightings is solved using slack variables to translate

$$
h_{i_c}(w) = \sum_{j=1}^{n} a_{i,j} w_j - b_{U,i_c} + s^2_{i_c} = 0
$$

(12)

The Lagrangian is formed as

$$
L(w, \lambda, s) = G(w) + \sum_{i_c=1}^{m_c} \lambda_{i_c} \left[ h_{i_c}(w) + s^2_{i_c} \right]
$$

(13)

where $\lambda$ is the vector containing the Lagrange multipliers $\lambda_{i_c}$ for the constraints and $s$ is a vector with the slack variables $s_{i_c}$.

We finally express the Lagrangian function in matrix form for this problem as

$$
L(w, \lambda, s) = \frac{1}{2} w^T Q w + R^T w + c + \lambda^T_U (A_U w - b_U + s^2_U) + \lambda^T w (\lambda w + s^2_w)
$$

(14)

$\lambda_U$ and $s^2_U$ are column vectors formed with the first $m_U$ elements of $\lambda_{i_c}$ and $s^2_{i_c}$ respectively. Similarly, $\lambda_w$ and $s^2_w$ are column vectors formed with the last $n$ elements of $\lambda_{i_c}$ and $s^2_{i_c}$.

In a constrained optimization problem, the necessary conditions for the existence of a relative minimum at a point $w^*$ means that the Karush-Kuhn and Tucker (KKT) conditions must be satisfied. Lemke and Rosen have been used in the present work for the resolution of this equation system.

B. Lemke’s Algorithm

Lemke’s algorithm uses the simplex method as an effective solution to the linear complementary problem [20]. Next, we briefly show the Lemke’s algorithm.

From the KKT conditions and (14), it is obtained

$$
Q w + R + A_U^T \lambda_U - \lambda_w = 0
$$

$$
A_U w + s^2_U = b_U
$$

$$
w^T \lambda_w + \lambda_U^T s^2_U = 0
$$

$$
w \geq 0, \quad \lambda_U \geq 0, \quad \lambda_w \geq 0, \quad s^2_U \geq 0.
$$

(15)

Grouping the variables as

$$
v = \begin{bmatrix} \lambda_w \\ \lambda_U^T \\ s_U^2 \end{bmatrix}, \quad z = \begin{bmatrix} w \\ \lambda_U \end{bmatrix}, \quad q = \begin{bmatrix} R \\ b_U \end{bmatrix}, \quad M = \begin{bmatrix} Q & A_U^T \\ -A_U & 0 \end{bmatrix}
$$

we express the preceding conditions (15) as follows:

$$
v \quad M : z = q
$$

(17)

$$
w^T z = 0.
$$

(18)
Lemke adds a new variable \( z_0 \) with the purpose of building the next equation system

\[
I w - M z - \varepsilon z_0 = q. \tag{19}
\]

Being \( I \) the identity matrix and \( \varepsilon = [1 \ 1 \ \ldots \ 1] \). This system is described by a table where the method performs operations in the columns and rows of the table until the optimal solution is achieved subject to (18).

### C. Rosen’s Algorithm

Rosen’s method is based on the theory of feasible directions, such that the search for a solution is carried out within the feasible region in a direction that reduces the desired function and meets all the conditions \[19\]. This method obtains the solution with an iterative process in which the solution vector \( w^k \) in the \( k \)-th iteration is updated according to the expression

\[
w^{k+1} = w^k + \alpha \bar{d}. \tag{20}
\]

The searching direction \( \bar{d} \) is the most similar direction to the opposite of the gradient vector of the objective function in \( w^k \), which is expressed as

\[
\nabla G(w^k) = (Q w^k + R). \tag{21}
\]

The most similar direction is the one which minimizes the expression

\[
(-G(w^k) - \bar{d})^T (-G(w^k) - \bar{d}) \tag{22}
\]

In addition, the direction \( \bar{d} \) has to meet the descendant and feasibility conditions. For the direction to be descendant, so that the value of the desired function is reduced, the following equation should be met

\[
\frac{d}{d \alpha} G(w^k + \alpha \bar{d}) \bigg|_{\alpha = 0} = \bar{d}^T \nabla G(w^k) < 0. \tag{23}
\]

While the feasibility condition, assuming that the point \( w^k \) is feasible, and since the constraints are linear, requires that for all the active conditions in \( w^k \) (conditions that are within the limit of the equality of \( w^k \)) meet

\[
\frac{d}{d \alpha} (a_i^T(w^k + \alpha \bar{d}) - b_i) \bigg|_{\alpha = 0} - \bar{d}^T a_i \leq 0 \tag{24}
\]

where \( a_i \) are the rows of \( A_c \), that is, in \( w^k \), meet the condition \( a_i^T w^k - b_i = 0 \). The coefficients of these different rows form a vector with which the direction \( \bar{d} \) has to observe the (24) to be a feasible direction; this means that a differential movement from a feasible point along this direction leads us to another feasible point.

The parameter \( \alpha \) represents the distance traveled along the length of the normalized search direction \( \bar{d} \), and its value is either the distance to the intersection of the closest active condition, or the distance \( \alpha^* \) that meets the condition

\[
\frac{d}{d \alpha} G(w^k + \alpha \bar{d}) \bigg|_{\alpha = \alpha^*} - \bar{d}^T (Q w^k + \alpha^* \bar{d}) + R = 0 \tag{25}
\]

The iterative process is repeated until it becomes impossible to find a feasible descendant direction.

### III. Techniques for the Dimensional Reduction of the Problem

The constrained optimization methods are such that the execution times of the algorithms depend strongly on the number of restrictions on the dose and the number of weights. The number of these constraints for real cases can be so large that execution times become impractical (in the order of hours).

In a typical case of cancer, the volume is divided into tens of thousands of voxels, of which several thousands make up the OARs. In contrast, a number of beamlet weights ranging approximately from 200 to several thousands is obtained.

Three reduction techniques are next proposed in order to decrease the complexity and the number of variables in the IMRT inverse planning system.

#### A. Dimensional Reduction of Constraints

Instead of applying dose constraints on the whole volume of the OAR structures, dose limitations are only applied to the boundary area of these OARs. Voxels belonging to the boundary are defined as those having at least one neighbour not belonging to the considered OAR. By considering only boundary voxels, the number of constraints is highly reduced.

There are several reasons which justify that voxels belonging to the boundary should be taken into account rather than voxels inside the OAR.

First, the simple and unrealistic case where there is only one single beam is considered. It is known that the radiation is attenuated along the distance, and so, the most radiated voxels of the OAR would be the nearest ones to the source of the beam. These voxels will always be on the OAR boundary area.

Second, in IMRT planning more than one beam is used. Theoretically, the beams should converge on the CTV, so that the maximum dose would be delivered there. At OAR, critical voxels, under these assumptions, would be the closest ones to CTV, also belonging to the boundary as before.

When the region of convergence of beams overlaps organs at risk and these organs are between the beam sources and the CTV, it could eventually happen that voxels inside the OAR absorb more dose than the limit imposed on boundaries. In this case, when two or more beams meet inside the OAR, the sum of their contributions is a bit higher inside the organ (shorter distance to the source beam) than on the boundary of the organ (longer distance to the source). However, our claim is that the dose inside the OAR hardly surpasses the limit that is imposed on the boundary. From an informal and intuitive point of view, this hypothesis can sound reasonable, because the dose on the
CTV should be homogeneous and the region of convergence includes CTV. However, this can be difficult to prove theoretically in a general case.

In this paper, in order to validate this assumption, the real case of an U-shaped prostate tumor is considered (see Fig. 2). For this case, the beam orientations have been intentionally chosen so that the convergence of the beams overlaps OARs (rectum and bladder). Figs. 3 and 4 show noncumulative histograms of the dose on OAR1 (rectum) for two regions: boundary (left) and internal (right). In Fig. 3, constraints are not applied. It can be seen that the rectum receives high levels of dose, especially on the boundary. When constraints are applied on the whole OAR1 volume [Fig. 4(top)] or only on the boundary [Fig. 4(bottom)] the obtained histograms are very similar. In the second case (constraints only on boundaries), there is an important reduction in the number of constraints, and so in the computer execution times. The final quality of the results is so comparable to the case when constraints are imposed on the whole OAR, although the limits of the dose can be slightly exceeded at a few internal voxels.

B. Reduction of Voxels

The proposed beam tracing system automatically adjusts the aperture of the beams to the size of the tumor, even when the volume containing the tumor is very large. Because of this adjustment a significant reduction in the number of beams weights or variables can be made.

This fact is reflected on the value of matrix $F$. The $i$th row of matrix $F$ determines the contribution dose of the beamlet weights on the $i$th voxel

$$ F(i, j) = f_{ij} \quad i = 1, \ldots, m \quad j = 1, \ldots, n. \quad (26) $$

If there is a row $i$ whose elements are null (FN: Null row), it is obvious that the $i$th voxel will not be irradiated, so we can remove that row from the matrix and assign a null value to the $i$th voxel without modifying the results

$$ i \in \text{FN} \iff (f_{ij} = 0, \forall \ j \neq j \in 1, \ldots, n) \Rightarrow D_{oi} = 0. \quad (27) $$

Likewise, a column $j$ whose elements are all nulls (CN: Null column), shows that the $j$th weight does not contribute to the radiation of the volume, so the $j$th column can be removed and a null value can be assigned to the $j$th weight

$$ j \in \text{CN} \iff (f_{ij} = 0, \forall \ i \neq i \in 1, \ldots, m) \Rightarrow w_j = 0. \quad (28) $$

The reduced matrix $F$ obtained is

$$ F = F(i \notin \text{FN}, j \notin \text{CN}). $$

C. Reduction of Weights

The aim of the radiation therapy is to irradiate the tumor, sparing the healthy tissue. For this reason, if there is a column $j$ on the $F$ matrix whose elements do not provide any radiation to the voxels of the tumor (CTV), this column may be removed and a null value is assigned to the corresponding weight. The physical meaning of this is that any positive value of the $j$th weight could distribute radiation on healthy tissues and not on the tumor. Taking this fact into account leads to a reduction in the number of variables or beamlet weights. Mathematically

$$ i \in \text{FN}_{\text{CTV}} \iff (f_{ij} = 0, \forall \ j \neq j \notin \text{CN}_{\text{CTV}}) $$

$$ j \in \text{CN}_{\text{CTV}} \iff (f_{ij} = 0, \forall \ i \neq i \in T_{\text{CTV}}). \quad (29) $$

$$ F = F(i \notin \text{FN}_{\text{CTV}}, j \notin \text{CN}_{\text{CTV}})w_j = 0 \ j \in \text{CN}_{\text{CTV}} \text{ and } D_{oi} = 0 \ i \in \text{FN}_{\text{CTV}} \text{ where } T_{\text{CTV}} \text{ is the set of indexes of the voxels belonging to the CTV.} $$

The matrix $F$ shows an example where in the $j$th column, although not all the elements are nulls, the elements correspond to the CTV are nulls, so the $j$th weight does not matter, it does not affect the results.
not provide radiation to the CTV, see equation at the bottom of
the previous page.
Therefore, we could assign a null value to the $j$th weight and
remove the $j$th column from the matrix $F$.

D. Reduction of Weights and Voxels

It consists of the application of the reduction of weights and
the reduction of voxels in a sequential way. By removing the
$j$th column due to the reduction of weights, the $(i + 1)$th row
would have its elements nulls and could be eliminated from the
matrix in application of the preceding dimensional reduction of
voxels, see the equation at the bottom of the page.

IV. RESULTS

The proposed techniques and algorithms have been applied
to a case of study, consisting of the IMRF planning for a real
prostate tumor. The considered region is composed by prostate
(CTV), rectum (OAR1), bladder (OAR2), and unspecified
healthy tissue (UT).

As it has been previously said, the number of imposed
constraints has a great impact on the cost of the optimization
problem. Table I shows numbers of constraints when the
proposed reduction techniques are applied to the case of study.
Two cases are considered regarding the discretization of the
beams: beamlets of size $(10 \times 10)$ mm$^2$ and $(10 \times 5)$ mm$^2$.

Next, the meaning of the columns of Table I is explained.

- $n$ is the number of beamlet weights. Obviously, it is also
  the number of constraints to be imposed because of their
  nonnegativity.
- $m$ is the whole number of voxels in the $G$ objective
  function.
- $N_{OAR1}$ and $N_{OAR2}$ are, respectively, the whole number
  of considered voxels of rectum and bladder. When restric-
tions on the dose are applied only on OARs, the number of
  constraints due to this fact are $N_{OARs} = N_{OAR1} + N_{OAR2}$.
- $m_c$ is the whole number of constraints (nonnegativity +
dosage constraints).
- $m_{OAR1}$, $m_{OAR2}$, $m_{OARs}$, and $m_{OAR}$ have the same
  meaning that the variables described previously. The dif-
  ference is that, for this new case, only boundary voxels for
  OARs are taken into account for the constraints due to dose
  restrictions.

Note that the value of all these variables can generally change
depending on the reductions explained in Sections III-B and
III-D.

The most significant values in Table I are those of variables
$m_c$ and $m_{OAR}$, because they correspond to the number of con-
straints and, so, they have an important influence on the com-
putational cost. For discussing the results, the case of beam-
lets of size $(10 \times 10)$ mm$^2$ can be taken as a reference. For
this case, when none of the reduction techniques proposed in

\[
\begin{align*}
F &= \begin{bmatrix}
    f_1 \cdots f_{i-1} & 0 \cdots & f_n \\
    \vdots & \vdots & \vdots \\
    0 & 0 & f_{(i+1)} \\
    \vdots & \vdots & \vdots \\
    f_{m1} & \cdots & f_{m(i-1)} & f_{m0}
\end{bmatrix} \\
F &= \begin{bmatrix}
    f_1 \cdots f_{i-1} & 0 \cdots & f_n \\
    \vdots & \vdots & \vdots \\
    0 & 0 & f_{(i+1)} \\
    \vdots & \vdots & \vdots \\
    f_{m1} & \cdots & f_{m(i-1)} & f_{m0}
\end{bmatrix} \\
F &= \begin{bmatrix}
    f_1 \cdots f_{i-1} \cdots f_n \\
    \vdots & \vdots & \vdots \\
    \vdots & \vdots & \vdots \\
    f_{m1} \cdots f_{m(i-1)} & f_{m0}
\end{bmatrix}
\end{align*}
\]
the paper are used, 8469 constraints have to be applied. When only boundary voxels from OARs are considered for dosage restrictions, the whole number of constraints decreases to 3013. As noted in Section III-A, when constraints are applied only on boundaries, the limits can occasionally be exceeded at internal voxels. But, with the rest of the proposed reduction techniques (Sections III-B–D), and keeping all the OAR voxels for the dosage constraints, the original 8469 can still be reduced to 961. If all the reduction strategies are applied simultaneously (constraints only at boundary voxels or Sections III-A–D) the number of constraints is further reduced down to 467. From the previous discussion and, in general, from a visual inspection of the results in Table I, it can be argued that with proposed reduction methods the number of constraints to be applied decreases significantly.

In order to quantify the influence of the reduction of the number of constraints in computation times, results are shown in Table II. Computation times refer to a computer with Pentium IV processor running at 2.4 GHz and with RAM of 1 GB. The optimization algorithms were implemented in Matlab 5.3. It is reminded that two optimization algorithms (Lemke and Rosen, Sections II-B, C) had been chosen. All the computation times in

Fig. 4. Noncumulative dose histograms when constraints are applied to the whole volume or only to the boundary region.
Table II refer to Lemke algorithm. As expected, comparing in this table values from rows 1 and 2 with respect to the values of the third row, it is confirmed that it is the use of constraints what makes the optimization problem time costly. This justifies the focus of this paper on reducing the number of constraints. The last three rows must be compared to the third one in order to study the improvement in computation times with the proposed strategies. Taking as a reference the case of (10 × 10) mm² cells of radiation, it is seen that, combining all the strategies, execution times in the order of 10 h are reduced down to 10 s. Computation times with Rosen Algorithm are not shown because they were always longer. For instance, the mentioned 40-s case took 140 s with Rosen’s Algorithm. Moreover, it has to be said that the times shown in the table are only optimization times (the time needed to compute matrix \( P \) is not included).

Finally, it is important to check that, with all the reductions considered, the obtained results can still match clinical specifications such as dose-volume histograms (DVH). Fig. 5 shows the obtained DVH for a prostate tumor in several cases. For all the cases the dose prescribed to the prostate (CTV) is 60 Gy. Depending on the case, the upper bound limit on the dose for the rectum (OAR1) is 10 Gy (16.6%), 20 Gy (33.3%), and 30 Gy (50%). The bladder is not considered because for this particular case it receives a very little amount of radiation. It can be seen again that the imposed upper dose limits can be exceptionally exceeded, as a consequence of the reduction technique from Section III-A (constraints only on boundaries).

Until now, the general idea of this paper regarding the constrained optimization problem has been to put constraints (upper bounds) only on OARs (on the boundary or the whole volume). However, the ideas and the mathematical formulation are general and other situations could be envisaged. As an example, it is possible to constrain only with lower limit on CTV instead of upper limits on OARs. Fig. 6 shows a case where constraints have been applied only on the boundary of CTV for a dose higher than 60 Gy. It is observed that 100% of the CTV reaches 90% of its prescribed dose, and 60% is above 100%. Not all the voxels of the CTV exceed 60 Gy because the conditions are only applied on the boundary area of the CTV, however the results are satisfying.

V. Conclusion

The main focus of this paper has been to propose techniques for reducing the computational requirements (memory and
Fig. 5. DVH for different upper limits on OAR1 dose.

Fig. 6. DVH for lower bound on the boundary area of CTV.

time) for solving the constrained optimization problem which arises in the IMRT planning. The constrained optimization problem has been cast in a QP context and two particular algorithms (Lemke and Rosen) have been explored. The cost of these algorithms depends strongly on the number of imposed constraints. In this paper, several strategies have been proposed in order to decrease this number. Broadly, two main ideas are behind these reductions. First, because of physical considerations, the number of variables in the optimization problem (weights and voxels) can be reduced without any decrease in the quality of the results. Second, imposing constraints only on voxels on boundaries reduces greatly the cost with a little decrease in the obtained performances. The effectiveness of the proposed strategies has been studied taking into account the value of several important parameters (number of constraints, execution times, DVHs) in real cases of prostate cancer.
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