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ABSTRACT

In this paper we present two new methods for speech enhancement
based on the previously publised fine pitch model (FPM) for voiced
speech. The first method (FPM-NE) uses the FPM to produce a non-
stationary noise estimate that can be used in any standard speech
enhancement system. In this method, the FPM is used indirectly
to perform speech enhancement. The second method we describe
(FPM-SE) uses the FPM directly to perform speech enhancement.
We present a study of the behavior of the two models on the standard
Aurora 2 task, and demonstrate improvements of over45% average
word error rate reduction over the multi-style baseline.

Index Terms— Speech enhancement, Speech analysis, Speech
recognition, Robustness

1. INTRODUCTION

Modeling speech signals is a fundamental problem in many speech
processing applications. The most common models assume that the
speech can be represented by an excitation signal filtered by a lin-
ear model, which represents the vocal tract. Note that pitch, which
comes from the repeated closing of the glottal folds within the lar-
ynx, is an important piece in this model due to most of the energy
of voiced speech segments is concentrated in pitch fundamental fre-
quency and its harmonics.

The pitch information has been used in many speech applica-
tions, such as coding [1], speaker identification [2], speech enhance-
ment [3], and robust speech recognition [4], obtaining important
benefits.

In this paper, we propose to use the pitch period to build both
noise (FPM-NE) and speech (FPM-SE) long term models for hu-
man speech enhancement and robust speech recognition. The noise
model is based on a time varying comb filter, while the speech model
consists on two additive terms: the pitch period shifted version of
the speech and a term which represents the non-voiced segments.
In both cases, the pitch period estimation is fundamental and it is
computed with a fine pitch tracker [5].

To study the behavior of the two predictive models, some ex-
periments with Aurora 2 corpus [6] were carried out, obtaining im-
portant noise reduction and interesting ASR improvements in both
cases: 49.67% of average improvements in FPM-NE, where the
noise model is used jointly with VTS enhancement [7], and 50.31%
in FPM-SE, where the speech prediction model is applied directly.

This paper is structured as follows. In Section 2, a brief overview
of the fine pitch tracker is included. In Sections 3 and Section 4, the
noise and speech models based on pitch period are presented respec-
tively. In Section 5, the behavior of the two models are studied.

Finally, the conclusions and lines of future are included in Section 6.

2. FINE PITCH TRACKER

The fine pitch tracker, first introduced in [5], is different from most
pitch estimation algorithms in that it operates time-synchronously
with the incoming speech signal,y(n). It does this by estimating a
pitch trackτ(n) that minimizes the objective functionF .

F =
∑

n

(y(n)− y(n− τ(n))2) + β
∑

n

(τ(n)− τ(n− 1))2.

(1)
Note thatF is composed of two terms. The first term measures

the energy of the residual error betweeny(n) and a long term model
based on pitch period. The second term introduces a penalty when
the pitch period changes from one sample to the next. The parameter
β controls the relative importance between these two terms.

BecauseF is a first-order Markov inτ(n), the optimum instan-
taneous pitch sequence can be found using standard dynamic pro-
gramming search techniques.

3. FPM NOISE ESTIMATION

It is common practice to model environmental noise as additive dis-
tortion in the time domain, as in Eq. (2). Here, the hypothetical clean
speechx(n) has been corrupted by the additive noisew(n) to pro-
duce the noisy observationy(n).

y(n) = x(n) + w(n), (2)

Voiced speech energy is concentrated at the pitch frequency and
in its harmonics. Outside of these frequencies, the noise can be es-
timated with a time varying comb filter as in Eq. (3). Here,ŵ(n) is
the noise estimate, and̂τ(n) is a fine pitch track valid for all values
of n.

ŵ(n) = y(n)− y(n− τ̂(n)), (3)

Although this time-varying notch filter is very effective at re-
moving the voiced speech, there are two remaining problems that
must be solved.

The first problem is that although the voiced speech has been
removed at the harmonics, the noise energy at these frequencies has
also been eliminated. Only frequencies in-between these harmonics
represent good estimates of the noice.

The second problem is that in addition to noise, the estimate
ŵ(n)will contain unvoiced speech energy, such as fricitives and plo-
sives.



To address both of these problems, a time-varying spectral repre-
sentation is created from̂w(n) using a short-time Fourier transform.
This representation is then smoothed in both time and frequency.
The resulting sequence of nonstationary noise spectral estimates can
then be used with any basic enhancement method. In this work, we
have chosen the technique Vector Taylor Series, VTS, for feature
vector enhancement [7].

4. FPM SPEECH ESTIMATION

In order to obtain the speech estimation with the fine pitch model,
two assumptions and a training process with synthesizing data are
needed.

First, we assume that the acoustic environment is modeled by
additive noise (as in Eq. 2), wherew(n) is a white Gaussian process
with 0 mean and varianceσ2w(n).

Second, we assume thatx(n) can be predicted by

x(n) = a(n)x(n− τ(n)) + v(n). (4)

Here, the modulation factora(n) measures the relative importance
of the long term prediction model. Note thata(n) should be near 1 in
perfectly periodic regions and near 0 in unvoiced or silence regions.
Furthermore, its variation should be smooth.

The termv(n) represents the prediction error of the speech long
term model, and takes the form of a zero-mean,σ2v(n) variance,
white Gaussian process. This term should be very small in silence
and purely voiced regions, and larger in unvoiced segments when the
long term speech model is inaccurate.

4.1. Estimation of the clean signal

Combining (2) and a Gaussian prior forw(n), the probability of
noisy signal,y(n), given the clean one,x(n), and the variance of
the additive noise,σ2w(n), p(y(n)|x(n), σ

2
w(n)), can be computed

as

p(y(n)|x(n), σ2w(n)) = N (y(n);x(n), σ
2
w(n)). (5)

As well, p(x(n)|a(n), x(n− τ(n)), σ2v(n)), which is the prob-
ability of the clean speech signal,x(n), given the long term speech
model andσ2v(n) can be obtained as

p(x(n)|a(n), x(n− τ(n)), σ2v(n)) =

N (x(n); a(n)x(n− τ(n)), σ2v(n)). (6)

Finally, the estimation of the clean speech signal,x̂(n), is
obtained maximizing the joint probability ofx(n) and y(n),
p(y(n), x(n)|x(0), ..., x(n − 1), σ2w(n), σ

2
v(n)), with respect to

x(n). Observe that this expression can can be computed combin-
ing (5) and (6)

x̂(n) = γ(n)y(n) + (1− γ(n))a(n)x̂(n− τ(n)). (7)

γ(n) =
σ2v(n)

σ2v(n) + σ2w(n)
. (8)

Thus, x̂(n) is composed by two terms weighted byγ(n) and
(1 − γ(n)). For time samples with high SNR, the energy of the
prediction error of the speech long term model will be bigger than the
energy of the additive noise (σ2v(n) >> σ

2
w(n)). As a result,γ(n)

will be approach the value1, and Eq. (7) reduces tôx(n) ≈ y(n).
On the other hand, ifσ2v(n) << σ

2
w(n), γ(n) will go to zero, and

the most important term will be the second one, which represents the
estimated speech from the long term predictive model.

Note that, becauseγ(n) depends on the SNR (σ2w(n)) and the
nature of the speech signal (σ2v(n)), it should vary smoothly over
time.

Assuming thatτ(n) is obtained as Section 2, we still need to es-
timateγ(n) anda(n), which is described in the following sections.

4.2. Estimation ofγ(n)

To estimateγ(n), we build a model that learns the joint distribution
of γ sequences and given noisy speech observations. This model
is trained with synthetic stereo data, and then applied to produce a
MMSE estimate ofγ given the noisy speech observations.

4.2.1. Synthesizing training data

To train the joint distribution ofγ sequences and noisy speech ob-
servations in acoustic environmente, we need training data that
contains matched pairs of noisy speech and optimalγ sequences
{ye(n), γ(n)}. We synthesize this training data from an existing
set of data that contains match pairs of noisy and clean utterances
{ye(n), xe(n)}.

Given a matched pair of clean and noisy stereo training data, op-
timal sequencesγ(n) anda(n) are jointly estimated by minimizing
the MSE (Eq. 9) between the clean training signal,xe(n), and the
corresponding estimation,̂xe(n) obtained from (Eq. 7).

γe,opt(n), ae,opt(n) = arg min
γ(n),a(n)

∑

n

(xe(n)− x̂e(n))
2. (9)

In general, several options can be considered to minimize an ob-
jective scalar function of several variables, but in this work a gradi-
ent minimization algorithm with some smoothness constraints over
a(n) andγ(n) is used. The smoothness constraints consist on as-
suming thata(n) andγ(n)can be built as an addition of several low
frequency sin functions. Note that gradient minimization algorithms
are in theory suboptimal, nonetheless satisfactory solutions are ob-
tained.

4.2.2. Training process

Given stereo synthesized training data
{xe(n), ye(n), γe,opt(n), ae,opt(n)}, we assume that noisy
MFCC feature vectors,ymfcce , can be modeled following a GMM.
Observe that this is a reasonable way to split the noisy space because
γ(n) depends on SNR and the characteristics of the speech.

p(ymfcce ) =
∑

sey

p(ymfcce |sey)p(s
e
y), (10)

p(ymfcce |sey) = N (y
mfcc
e ;μsey ,Σsey ), (11)

whereμsey ,Σsey andp(sey) are the mean vector, the covariance ma-
trix and the a priori probability of the noisy model Gaussiansey.
Thus, the value ofγ associated tosey, γsey , is

γsey =

∑
n p(s

e
y|ye(n), e)γe,opt(n)∑
n p(s

e
y|ye(n), e)

, (12)



where p(sey|ye(n), e) is the a posteriori probability of the noisy
model Gaussiansey, given the noisy sampleye(n) and thee basic en-
vironment. This probability can be computed with the corresponding
MFCC feature vector associated toye(n), ymfcce,n , as

p(sey|ye(n), e) =
p(ymfcce,n |s

e
y)p(s

e
y)

∑
sey
p(ymfcce,n |sey)p(sey)

. (13)

4.2.3. MMSE estimator

Given the testing noisy signal,y(n), the estimation ofγ(n) is ob-
tained with MMSE criterion as

γ̂(n) =
∑

e

∑

sey

p(e|y(n))p(sey|y(n), e)γsey , (14)

wherep(sey|y(n), e) is the a posteriori probability of the noisy model
Gaussiansey, given the noisy basic environment and the noisy signal,
y(n). This expression can be obtained in a similar way as (13) using
the corresponding MFCC feature vectorymfccn associated toy(n).
On the other hand,p(e|y(n)) is the a posteriori probability of the
basic environmente giveny(n), which can be obtained using (10)
and (11) as

p(e|y(n)) = ϕp(e|y(n− 1)) + (1− ϕ)
p(ymfccn )

∑
e p(y

mfcc
n )

, (15)

whereϕ is the memory term (0.98 in this work), andp(e|y(0)) is
considered equiprobable for all the basic environments.

4.3. Estimation ofa(n)

Although several objective functions have been considered in order
to estimatea(n), in this work we have chosen the following function:

G =
∑

n

(y(n)− a(n)y(n− τ̂(n)))2

+φ(|a(n)− arg max
ai

(p(ai|γ̂(n)))|). (16)

It can be observed thatG is composed of two terms. The first one
measures the energy of the residual error betweeny(n) and the pro-
posed long term speech model. The second term includes a penalty
betweena(n) and the discrete a priori most probable value ofa(n),
ai, givenγ̂(n), which has been previously estimated as (14). So, the
probability ofai, givenγ̂(n), p(ai|γ̂(n)), can be estimated as

p(ai|γ̂(n)) =
∑

e

∑

sey

p(e|y(n))p(sey|y(n), e)p(ai|γ̂i, s
e
y), (17)

where γ̂i is the discretized value of̂γ(n) and p(ai|γ̂i, sey) is the
probability of ai, given γ̂i and the noisy Gaussiansey. Note that
p(ai|γi, sey) can be estimated in the training process with the syn-
thesizing training data. The penalty function,φ(ε), can be chosen
in different ways. In this work we have assumed an infinity penalty
whenε > 0.2, and zero in other case. Finally, a gradient minimiza-
tion algorithm with some smoothness constraints overa(n) is used
to minimizeG. The smoothness constraints consist on assuming that
a(n) can be built as an addition of several low frequency sin func-
tions.
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Fig. 1. Testing noisy utterance in time and frequency domains (5dB SNR,
subway noise, set A).
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Fig. 2. Enhanced testing utterance in time and frequency domains when the
proposed FPM noise estimation model is used with VTS feature enhance-
ment.

5. RESULTS

To study the performance of the two proposed models, a set of ex-
periments were carried out using Aurora 2 database [6].

The Aurora 2 task is isolated and continuous digits. As fea-
ture set, the standard ETSI front-end [8] features plus energy and
the corresponding delta and delta delta coefficients are used. Whole-
utterance cepstral mean normalization is applied to testing and train-
ing data. The acoustic models are composed of 16 state HMM for
each digit, a 3 state begin-end silence HMM and a 1 state inter-word
silence HMM. In all cases, each pdf state is composed by a mixture
of three Gaussians.

In training the parameters for the FPM Speech estimation model,
identical utterances from the clean training set and the multicondi-
tion training set were used. In effect, the speech model is tuned on
the noise types from set A, keeping the noise types from sets B and C
as unseen conditions. Also, the results for “clean condition” training
actually use the multicondition data.

In the FPM Speech estimation model, noisy MFCC feature vec-
tors are modeled as a GMM on static cepstral features with 32 com-
ponents. In the FPM Noise estimation model, the clean speech
GMM consisted of a 32 component GMM on static cepstral features.



Imp.(%) -5dB 0dB 5dB 10dB 15dB 20dB Clean Ave.

Multi NE 15.65 35.73 36.48 36.51 40.37 42.4540.88 37.56
CleanNE 17.07 49.12 68.60 72.74 63.49 41.44-26.41 61.78

Multi SE 19.18 40.53 47.61 54.27 61.31 68.4673.37 45.88
CleanSE 8.52 33.43 62.92 75.49 75.69 73.1863.25 54.74

Table 1. Average improvements obtained with Aurora 2 database for the proposed predictive models (Noise Model with VTS, “NE”, and Speech Model,
“SE”) and different training conditions: multi condition, “Multi”, and clean, “Clean”.
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Fig. 3. Enhanced testing utterance in time and frequency domains when the
proposed FPM speech enhancement model is used.

In Fig. 1, one testing noisy utterance (5dB SNR, subway noise,
set A) is plotted in time and frequency domains. The correspond-
ing enhanced signals with the FPM noise and speech enhancement
models are included in Fig. 2 and 3, respectively. An important
noise reduction without distortion can be appreciated in both cases,
although it is more significant in the second one (note an amplitude
reduction of the speech segments in Fig. 2 due to a poor estimation
of the noise). Since important noise reduction has been observed for
different SNR, we can assert that the proposed speech model pro-
vides a satisfactory human being enhancement performance for a
significant range of SNR.

The average ASR improvements obtained with Aurora 2
database are presented in Table 1, where “NE” indicates that the
noise predictive model is used jointly VTS for feature vector en-
hancement, while “SE” represents that the enhanced utterances are
computed with the speech predictive model. The different training
conditions (clean and multicondition) are also included, “Clean” and
“Multi”, respectively. It can be observed that the technique based on
the noise predictive model produces better results in low SNR envi-
ronments with clean training conditions, while the performance ob-
tained with the speech predictive model is quite better in medium and
high SNR, which are the most important for real applications (more
than 70% in average with 10dB, 15dB, 20dB and clean). However,
the results with multicondition training show a better behavior in all
situations when the speech predictive model is used.

6. CONCLUSIONS AND FUTURE WORK

In this paper, novel noise and speech predictive models have been
presented. The FPM-NE model is based on a time varying comb fil-
ter and uses a non-stationary noise estimator jointly with VTS speech

enhancement. The FPM-SE model uses the fine pitch model, to-
gether with conditional priors for the enhancement parametersγ(n)
anda(n), to directly enhance the speech signal.

Interesting speech recognition results have been obtained in both
cases against the Aurora 2 database. The best results are from the
FPM-SE model, which achieves a 50.91% WER reduction on aver-
age, and more than 70% WER reduction in SNR conditions above
10dB. These high SNR conditions are the most interesting for build-
ing real applications.

The FPM-SE algorithm presented in this paper could be im-
proved in two significant ways. First, the presented method of com-
puting γ(n) and a(n) from the noisy signal is rather ad-hoc and
could be replaced with something more principled using a time-
domain speech model. Second, where we assume the nature of
σ2v(n) andσ2w(n) can be captured in a single variableγ(n), there
are potential benefits to separately modelling these two variances.
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