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Multilead ECG delineation using spatially projected
leads from wavelet transform loops

Rute Almeida, Juan Pablo Martı́nez, Ana Paula Rocha, Member,IEEE, and Pablo Laguna, Senior Member,IEEE

Abstract—A novel multilead (ML) based automatic strategy
for delineation of ECG boundaries is proposed and evaluated
with respect to the QRS and T wave boundaries. The ML
strategy is designed from a single-lead (SL) wavelet transform
based delineation system. It departs from three orthogonal leads,
and takes advantage of the spatial information provided using
a derived lead better fitted for delineation. SL delineation is
then applied over this optimal derived lead. The ML strategy
produces a reduced error dispersion compared to single lead
results, providing more robust, accurate and stable boundary
locations than any electrocardiographic lead by itself and outper-
forming strategies based in lead selection rules after single-lead
delineation.

Index Terms—multilead ECG, wave delineation, vectocardio-
gram, wavelet transform, loop, derived lead

I. INTRODUCTION

THE different phases of the heart’s electrical activity are
mapped to the waves in the electrocardiogram (ECG),

typically known as P, Q, R, S and T waves. The delineation
of the ECG characteristic waves in each cardiac beat consists
on detecting their peaks and boundaries (onset and end) and
provides fundamental features to derive clinically useful infor-
mation, namely about the duration of the electrical phenomena
and their beat-to-beat evolution.

The detection of the QRS complex is the first stage and
the most straightforward of any delineation system. The beat
location is defined by the mark of the QRS complex main
wave (usually the R wave) and the search for peaks and
boundaries of the ECG waves is usually performed within
temporal windows referred to the QRS position. Specially
problematic due to the low signal-to-noise ratio (SNR) is the
delineation of low-amplitude smooth wave boundaries, as it
is usually the case of the T wave end. Furthermore, there are
not standard clear rules to locate the waves’ boundaries, what
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makes more difficult systematizing the delineation. Automatic
methodologies allow to avoid intra/inter-observer variability
and therefore developing accurate and robust methods for ECG
automatic delineation is a topic of main interest. A wide diver-
sity of algorithms for QRS detection and different delineation
approaches have been proposed, regarding some or all of the
ECG waves and limits. In particular, an automatic single-
lead (SL) delineation system, that generalizes the wavelet
transform (WT) based methodology of [1], was presented in
[2]. The method in [2] is able to determine and locate the
peaks and boundaries of the QRS complex (namely identifying
its individual waves), and of P and T waves, accounting for
different morphologies. The WT provides a description of the
signal in the time-scale domain, allowing the representation of
its temporal features at different resolutions (scales) according
to their frequency content. Thus, regarding the purpose of
locating different waves with typical frequency characteristics,
the WT is a suitable tool for ECG automatic delineation.

According to the dipolar hypothesis, the electrical activity
of the heart can be approximated by a time-variant electrical
dipole, called the electrical heart vector (EHV). Thus, the
voltage measured at a given lead would be the projection of
the EHV into the unitary vector defined by the lead axis [3].
Choosing a particular lead for ECG delineation determines
a point of view over the cardiac phenomena and different
latencies on the waves’s onsets and ends are found in different
leads. Nevertheless, the onset and end of the cardiac electric
phenomena are indeed unique, and therefore a global feature
for all the leads. Thus combining adequately the information
provided by multiple leads is essential for the correct location
of lead-independent waves’ boundaries. The SL system [2]
includes post-processing decision rules to deal with multilead
(ML) files, by choosing global marks based on the SL based
sets of locations. However this system is not truly ML and it
requires to apply the SL methodology to a large number of
leads.

In this paper an actually ML methodology regarding bound-
aries location is proposed and validated. The ML approach
departs from the SL system and attends to the spatial char-
acteristics of the different available leads, aiming to achieve
a more robust delineation. This ML system was partially
validated and compared with other approaches as part of
the “PhysioNet/Computers in Cardiology Challenge 2006: QT
Interval Measurement” competition [4].
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Fig. 1. Example of single-lead delineation of T wave boundaries:
nT denotes T wave peak (zero-crossing of the WT), nf and nl the
first and last significant WT slopes associated to the T wave, no and
ne the T wave onset and end, and ξo end ξe the thresholds for T
wave boundaries. Note that T wave end is marked using the criterion
i) while T wave onset satisfies the criterion ii).

II. MATERIALS AND METHODS

A. Single-lead delineation

The SL based delineation system is described in detail
elsewhere [2] and only general features are referred here. The
discrete dyadic WT is implemented using the algorithm à

trous to maintain temporal resolution at different scales. The
wavelet equivalent filter for each scale is resampled to keep
the frequency band response independent of the sampling
frequency of the ECG signal. The detection of the fiducial
points is carried out across the adequate WT scales, attending
to the dominant frequency components of each ECG wave:
QRS waves correspond to a simultaneous effect in scales 21 to
24, while the T and P waves affect mainly scales 24 or 25. The
prototype wavelet used (a derivative of a smoothing function)
allows to obtain a WT at scale 2m, wx,m[n], proportional
to the derivative of the filtered version of the signal x[n]
with a smoothing impulse response at scale 2m. Thus, ECG
wave peaks correspond to zero crossings in the WT and ECG
maximum slopes correspond to WT’s maxima and minima.

Depending on the number and polarity of the slopes found,
a wave morphology is assigned and boundaries are located
using threshold based criteria. The onset [end] of a wave, no

[ne], occurs before [after] the first [last] significant slope asso-
ciated to the wave (the first [last] maximum of |wx,m[n]|), at
sample nf [nl] (Fig. 1). Each boundary is located by selecting
the sample nearest to nf [nl] where one of the two following
criteria is satisfied (Fig. 1): i) |wx,m[n]| is below a threshold
ξo [ξe] relative to wx,m[nf ] [wx,m[nl]]; ii) is a local minimum
of |wx,m[n]| before nf [after nl].

B. Single-lead selection rule for multilead signals

To deal with multilead signals and obtain global marks for
peak location, a median post-processing selection rule over SL
based locations is used. For boundaries location the possibly
different latencies between leads resulting from their spatial

orientation need to be taken into account. Thus, the post-
processing rules for boundaries consist on ordering the SL
annotations and selecting as the onset [end] of a wave the first
[last] annotation whose k nearest neighbours lay within a δ

ms interval. To combine 12 SL annotations k = 3, δ=10 ms
were used for QRS end and δ=12 ms for QRS onset and T
end [5].

C. Multilead delineation
The ML delineation system here proposed considers three

simultaneous orthogonal leads x[n], y[n], z[n]. The vectocar-
diogram (VCG) is an EHV’s canonical representation defined
by 3 orthogonal leads [3], usually acquired as the corrected
Frank leads, given by

s[n] = [x[n], y[n], z[n]]T . (1)

An example of a beat according to the Frank leads and the
respective VCG spatial loop for a T wave is plotted in Fig.
2(a) and 2(c).

A spatial WT loop in a time window W

wm[n] = [wx,m[n], wy,m[n], wz,m[n]]T (2)

for a given scale 2m
∣

∣

m∈{1,2,3,...} , as illustrated in Fig. 2(b)
and 2(d). As a consequence of the WT prototype used, the
WT loop wm[n] |n∈W is proportional to the VCG derivative
and describes the velocity of evolution of the EHV in a time
interval W . Assuming that the noise is spatially homogeneous,
the direction with maximum projection of the WT in the
region close to the wave boundary would define the ECG lead
maximizing the local SNR, and thus, the most appropriate for
boundary delineation. The main direction u = [uX, uY, uZ]

T of
EHV variations in a scale 2m on any time interval W is given
by the director vector of the best straight linear fit to all points
in the WT loop wm[n] (Fig. 2(d)). By choosing adequately the
time interval W it is possible to find the u corresponding to
the lead most suited for delineation purposes. It should be
noticed that the time intervals I (used for projecting) and W

(used for linear fitting) can be different, depending on each
wave specificities.

The strategy proposed for ML boundary delineation using
WT loops is based in a multi-step iterative search for a better
spatial lead for delineation improvement (with steeper slopes),
particularized for each boundary. At each step (i), the vector
u

(i) is determined separately for each beat and boundary,
by adapting and updating the interval W , defined specifically
for each wave and boundary, in a way to increase the SNR
and ensure steep slopes in w

(i)
d,m[n] obtained by eq. (4). The

goal is to construct a derived wavelet signal well suited for
boundaries location, using the same detection criteria as in the
SL delineator 1.

Considering the VCG loop s[n] in any time interval I , a
derived lead d[n] defined by the axis u, can be constructed by
projecting the points of the VCG loop

d[n] =
s
T [n].u

||u||
, n ∈ I. (3)

1SL threshould based criteria were applied as reported in [2] except for T
wave end with ξe(m) = 0.25wx,m[n

(i)
l ].
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Fig. 2. Examples of ECG and the components of wm[n] correspond-
ing to whole beat in Frank leads (n ∈ W for the grey area) and VCG
loop and WT loop corresponding to the T wave (n ∈ W ); in 2(d)
the best line fit by total least squares (TLS) minimization is also
presented.

d[n] combines the information provided by the 3 leads in s[n].
Instead, the WT loop (wm[n]) can be projected and a derived
wavelet signal wd,m[n], corresponding to the ECG lead defined
by the axis u can be constructed, as:

wd,m[n] =
w

T
m[n].u

||u||
, n ∈ I. (4)

1) General algorithm for ML boundary location: For each
beat and boundary the following strategy is applied (particular
details for each boundary are described on later sections):

INITIALIZATION

a0) an initial search window adequate to find the EHV’s main
direction in the boundary is defined as W (1);

b0) the initial main direction of EHV variations u
(1) is

estimated using the adequate scale 2m, as the best line fit
in total least squares (TLS) sense [6] to wm[n] |n∈W (1) ;

c0) the loop wm[n]
∣

∣

n∈[nQRS,k−1 , nQRS,k+1] , for nQRS,k the me-
dian of SL derived locations for the QRS complex in
the kth beat, is projected over u

(1) to construct the new
derived WT signal w

(1)
d,m[n];

d0) SL delineation over w
(1)
d,m[n] allows to locate n(1)

o or n(1)
e ,

the boundary position at step 1.

ITERATION - STEP (i)

a) the search window W (i) is updated attending to the
boundary location provided by the previous step (i− 1);

b) the main direction of EHV variations u
(i) is estimated as

the TLS best line fit to wm[n], n ∈ W (i);
c) the new derived WT signal w

(i)
d,m[n] is constructed by

projecting the loop wm[n]
∣

∣

n∈[nQRS,k−1 , nQRS,k+1] ;
d) IF w

(i)
d,m[n] is less fitted for boundary location than

w
(i−1)
d,m [n];

OR no significant maximum of w
(i)
d,m[n] was found

THEN n(i−1)
o or n(i−1)

e (found in the previous step) is
adopted as ML mark; STOP;
ELSE SL delineation of the boundary is performed over
w

(i)
d,m[n] to find n(i)

o or n(i)
e updated marks;

e) IF no relevant change is found in the boundary location
THEN n

(i)
o or n

(i)
e is adopted as ML mark; STOP;

ELSE REPEAT from a).
In the traditional least squares criteria it is assumed that
errors only occur in one observed variable, while the other
variables are exactly known. However, all the 3 signals used to
define the WT loop of eq. (2) are representations of observed
ECG leads that can contain noise contamination. The TLS
fitting does not assume that some variables are error free and
minimizes the distance between each observation and the fitted
line (orthogonal deviations are considered [6]), as illustrated in
Fig. 2(d). It must be also remarked that the use of WT loop to
base the lead direction instead of taking directly the VCG loop
is relevant, as it allows to avoid the high and low frequency
noise contamination and thus produces a more accurate lead
selection for delineation (Fig. 2(c) and 2(d)). In addition, if
the Frank leads were not recorded:

• Frank leads can also be synthesised from the standard
12-lead system [7];

• the ML delineation methodology can be applied over any
set of three ECG orthogonal leads;

• considering WT loops in a 2D plane instead of in a 3D
space is also possible, allowing to apply this methodology
to any two ECG orthogonal leads.

In cases of extreme noise or with very poor signal amplitude
the lead search can fail in finding the optimal projection, giving
inconsistent boundaries (e.g. an onset after the wave peak).
Those boundaries were discarded.

2) Specific parameters for QRS complex boundaries: Mul-
tilead location of the QRS boundaries is performed using
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the WT loop in scale 22, as illustrated for QRS onset in
Fig. 3(a) and 4(a). Let’s define n

(0)
QRS,o

[

n
(0)
QRS,e

]

as the earliest
[latest] QRS onset [end] location given by the SL methods
(over each orthogonal lead) and n

(0)
QRS,f

[

n
(0)
QRS,l

]

is the earliest
[latest] significant maximum modulus location. The initial
search window for QRS onset and end is taken as

W (1) =Q(1) = [n
(0)
QRS,o − 4sCSE(QRSon), n

(0)
QRS,f] (5)

W (1) =S(1) = [n
(0)
QRS,l , n

(0)
QRS,e + 4sCSE(QRSend)] (6)

respectively, where sCSE(QRSon) = 3.25 ms and sCSE(QRSend) =
5.8 ms are the standard deviation tolerance values provided
in [8]. At each iteration (i), the search window is updated

W (i) =Q(i) = [n
(i−1)
QRS,o − 4sCSE(QRSon), n

(i−1)
QRS,f ]; (7)

W (i) =S(i) = [n
(i−1)
QRS,l , n

(i−1)
QRS,e + 4sCSE(QRSend)] (8)

where n
(i−1)
QRS,o

[

n
(i−1)
QRS,e

]

is the QRS onset [end] position found

at step (i − 1) and n
(i−1)
QRS,f

[

n
(i−1)
QRS,l

]

is the location of the first

[last] significant maximum modulus of w
(i−1)
d,m [n];

IF n
(i)
QRS,f

[

n
(i)
QRS,l

]

has the same polarity as n
(i−1)
QRS,f

[

n
(i−1)
QRS,l

]

,
equal or lower amplitude and QRS complex morphology
includes a Q [S] wave it is considered that the lead constructed
at step (i) is not better for QRS onset [end] location than the
constructed in the step (i − 1) and the iteration STOP criteria
of d) is applied. The iteration STOP criteria of e) is applied
if the the same location is achieved for 3 iterations.

3) Specific parameters for T wave boundaries: Multilead
delineation of T wave boundaries is illustrated for the T end
in Fig. 3(b) and 4(b). Scale 2m = 25 is considered if in the
SL delineation the scale 25 was used for T wave detection
for at least two out of the three leads, and m = 4 otherwise
[2]. The T wave morphology is typically more simple, thus a
single initial search window W (1) = T(1)

o = T(1)
e , taken as

the union of the SL search windows on the orthogonal leads,
is considered for each beat, both regarding the wave’s onset
and end. The search window for T onset at iteration (i) is
updated as

W (i) = T(i)
o =

[

n
(i−1)
T,o − 4sCSE(Ton); n

(i−1)
T,f

]

;

and the search window for T end is actualized as

W (i) = T(i)
e =

[

n
(i−1)
T,l ; n

(i−1)
T,e + 4sCSE(Tend)

]

;

where n
(i−1)
T,o

[

n
(i−1)
T,e

]

is the T onset [end] position, according

to iteration (i− 1), n
(i−1)
T,f

[

n
(i−1)
T,l

]

is the location of the first
[last] significant maximum modulus, associated to the T wave
in w

(i−1)
d,m [n] and sCSE(Ton) = sCSE(Tend) = 15.3 ms is the

tolerance value given in [8] for T wave end (no tolerance
value for T wave onset was given).

If n
(i)
T,f

[

n
(i)
T,l

]

has equal or lower amplitude than n
(i−1)
T,f

[

n
(i−1)
T,l

]

, it is considered that the lead constructed at step (i)

is not better for T onset [end] location than the constructed in
the step (i−1) and applied the iteration STOP criteria of item
d). The iteration STOP criteria e) is applied if the locations in
2 consecutive steps differ less than 2 samples.
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Fig. 3. Example of ML delineation (files from CSEDB database [9]): WT
loops and the direction of the best line fit at the initial and final step (i = 2).

D. Validation

The evaluation of the automatic delineation strategies was
performed over real files from available manually annotated
ECG databases (as the true onsets and end on clinical ECG
signals are unknown). Two standard databases have been
repeatedly used for evaluation of ECG delineation systems:
the CSE multilead measurement database (CSEDB [9], 42
short signals in 15 leads at 500 Hz) and the QT database
(QTDB [10], 105 files, 15 min long, in 2 leads at 250 Hz).
In CSEDB manual annotations were made by 5 cardiologists
having in view all the available leads (multilead based);
for a beat per file are provided median referee annotations
after an elaborated reviewing scheme of four rounds with
outlier rejection, designed to reduce intra and inter-observer
variability. QTDB included annotations from 2 cardiologists,
but only the first referee is here considered, providing marks
for at least 30 beats per file (in a total of more than 3600
annotated beats).More recently, the PTB database (PTBDB,
549 files at 1000 Hz) has also been manually annotated in the
context of the “PhysioNet/Computers in Cardiology Challenge
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(a) QRS onset delineation (m = 2, n in an arbitrary neighborhood of the QRS
complex for the kth beat), i = 2
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Fig. 4. Comparison between SL and ML delineation: ECG in orthogonal
leads x[n], y[n], z[n], the correspondent WT signals wx,m[n], wy,m[n],
wz,m[n], the derived ECG signals signals d(1)[n], d(i)[n] and WT signals
w

(1)
d,m

[n], w
(i)
d,m

[n], following the directions of vectors u
(1) and u

(i) found
for the kth beat (Fig. 3), respectively for QRS onset and T wave end. Vertical
dashed lines stands for the mark found in the respective lead; solid line stands
for median referee marks and the stars stands for the first [last] significant
maximum modulus in the constructed lead.

2006: QT Interval Measurement” competition [11]. A set of
reference annotations (one beat per file) was published in [12],
consisting in single-lead manual annotations for QRS onset
and T wave end (based in lead II), done by four cardiologists
and one biomedical engineer, and a median referee annotation
(after outlier rejection). According to [12], in more than 15%
of the records in PTBDB no T wave could be definitely
recognized in lead II and in such case the referees were
instructed to mark the T wave end as a group, at one of the
leads where the T wave was better manifested.

The delineation system was validated over these three
databases by comparing the automatic marks found with the

provided referee marks. It should be remarked that not all
beats are annotated, nor all waves and boundaries are given
for each annotated beat. In CSEDB a total of 42 beats are
partially annotated, including 32 complex QRS onsets and 26
ends and 27 T wave ends, with no T onsets. In QTDB more
than 3600 annotated beats are provided, nevertheless, given
marks also vary beat-to-beat. In PTBDB only the QRS onset
and T wave end are available, in one beat per file and in 6 of
those the first beat, not reliable for WT methods due to border
effect, is annotated; thus only 542 beats can be considered.

In CSEDB and PTBDB databases 3 different VCG systems
were considered: lead set F - defined by recorded orthogonal
Frank leads (X,Y,Z); lead set M - defined by leads V5,
aVF and V2, a subset of 3 mutually orthogonal leads out
of the standard 12-lead system; lead set D - defined by the
synthesised orthogonal leads (X,Y,Z) from the 12-lead system,
by using the coefficients provided by the inverse Dower Matrix
[7]. These VCG systems were chosen because they are defined
by well known leads, which are likely to be familiar to
clinicians, but any other combination of 3 orthogonal leads
could be used instead, and other transformations from 12 to
3 leads rather than Dower matrix can be considered. The
ML over the systems F, M and D was compared with SL
delineation over each of the 15 recorded leads. Additionally SL
followed by the post processing decision rules (SLR) described
in Subsection II-B was applied over 12 leads, and also over
the 3 leads in each lead set (F, M and D), but with k = 0 (no
protection rules at all).

Since QTDB only includes 2 leads, ML was applied using
loops in the 2D plane instead of in the 3D space. Regarding the
orthogonality of the available leads, the QTDB was divided in
4 subgroups: QTDB1 - 7 records with orthogonal leads from
the 12-lead standard system, in which the ML delineation can
be applied directly using a 2D approach; QTDB2 - 57 records
with no identified leads, here assumed to be orthogonal and
treated as the ones in QTDB1; QTDB3 - 34 records with no
orthogonal and no parallel leads, which were orthogonalized
by constructing a new ECG lead orthogonal to one of the
provided leads; QTDB4 - 7 records with parallel leads, that
cannot be orthogonalized and therefore will not be considered
for the validation (leads I and V5 from the 12 lead standard
system). Additionally, a combined mark was obtained by
choosing for each fiducial point the location on the lead with
less error (best mark). Although this last approach cannot
be considered as a rule to apply in real practice where no
reference marks exist, it is a reasonable way to compare the
two SL annotation sets with the manual annotations that have
been performed having in view all available leads.

The detection performance was evaluated calculating the
Sensitivity S = 100 TP

TP+FN
, where TP is the number of true

positive detections and FN stands for the number of false
negative detections. For the CSEDB S was not calculated
given the low number of annotated beats. The delineation
error (ε) was taken as the automatically detected boundary
minus the respective referee mark and in each database were
evaluated the mean (mε) and standard deviation (sε) of ε

across files, considering all TP detections. Additionally, for
CSEDB and PTBDB the above mentioned parameters were
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also calculated after the exclusion of the 10% most extreme
cases, likely to be outiliers. Concerning QTDB, since several
beats are annotated per file, the standard deviation of the
error ε was first calculated across beats for each file and then
averaged across record. Thus, for this database, s̄ε stands for
the mean standard deviation across files.

According to the recommendations in [8] “the standard
deviation of the differences from the reference should not
exceed certain limits”. These values (2sCSE) correspond to 2
standard deviations of the differences between the median of
the individual readers manual annotations used for construct-
ing CSEDB and were already referred in this paper as they
were used to define search windows in the ML delineation
system (Section II-C). In spite of being widely accepted as
a way for defining a tolerance for the automatic marks errors
dispersion, is not consensual if an algorithm should accomplish
the:

• loose criterion: s < 2sCSE [5], [13]–[15];
• strict criterion: s < sCSE [16], [17].

III. RESULTS

Multilead approach (ML) was applied to each of the 3 differ-
ent VCG systems were considered (F, M and D). Single lead
delineation (SL) was performed over each of the 15 recorded
leads and SL followed by the post processing decision rules
(SLR) was applied over 12 leads, and also over the 3 leads
in each lead set (F, M and D). In Fig. 5 and Fig. 6 mε

and sε in CSEDB and PTBDB, respectively, are plotted, both
considering all true positive detections and after excluding
the extreme cases. As expected, results from SL denote a
high dependency from the specific lead considered. From the
strategies based in multiple leads, the SLR over 12 leads is
the one achieving the best performance, specially for QRS
boundaries, but with lower Sensitivity for T end in PTBDB.
SLR over 3 leads presents a high error dispersion both for
QRS complex onset and T wave end. ML delineation over 3
orthogonal leads achieved in all data sets better results than
most isolated leads, though slightly worse that the best SL
result. In most cases, it presented a reduced error dispersion
compared to SLR over 3 leads. In particular ML over lead set F
outperformed any SL based delineation for T end delineation.

For the sake of comparison other published results also
validated in CSEDB can be found in Table I. Notice that the
results reported by [5] and [16] used the described decision
rules over the 15 sets of marks, while [13] did not provide
information about what multilead rules were used.

Two typical situations for QRS onset delineation are illus-
trated in Fig. 7. In Fig. 7(a) is presented a case in which the
ML methodology fails, as two out of the three orthogonal leads
showed lower errors than the ML approach. This is due to an
initial positive wave in the QRS which is non detected in the
last step of the iterative method, resulting from a less suited
lead direction. This type of errors is however not systematic
in the presence of small Q/R waves. As a matter of fact
in Fig. 7(b) one can find a similar case in which the ML
achieves an improvement on the delineation, in spite of the
noise contamination.

TABLE I
OTHER PUBLISHED DELINEATION SYSTEMS WITH SELECTION RULES

VALIDATED OVER CSEDB (NR - NOT REPORTED, NA - NOT APPLIABLE).
RESULTS FULFILLING LOOSE CRITERION ARE MARKED WITH SYMBOL ×

AND STRICT CRITERION WITH SYMBOL ∗.

[5] [16] [13]
QRS onset

(#/32) (30) (32) (NR)
mε±sε −2.1 ± 7.4 0.9 ± 3.6 × NR ± 2.0 ∗
QRS end

(#/27) (25) 27 (NR)
mε±sε −0.2 ± 3.6× −0.6 ± 7.1 NR ± 4.0 ×

T end
(#/27) (26) NA (NR)

mε±sε 2.6 ± 10.5∗ NA NR±20.0 ×

In Tables II and III are presented the values of S and mε,
s̄ε in each QTDB subgroup and the global results (all). It
was found that a relative low number of extreme cases were
causing a large fraction of the global error. The exclusion
of the 10% more extreme files in each approach allowed a
generalised improvement in the errors dispersion, with bias
increase in some cases.

IV. DISCUSSION

Globally, ML allowed an error dispersion similar to the
obtained using SLR over the 12 leads, including other pub-
lished approaches (Table I). High Sensitivity values were
found, resulting from the fact that only a very low number of
boundaries were considered to be inconsistent and discarded.

The automatic procedures are marking the QRS onset on
CSEDB files later than the referees, as can be seen from the
positive bias found in most of the cases. This is likely to be
due to situations as the illustrated in Fig. 7(a). With respect
to the PTBDB files, it is known that the manual QRS onset
(all) and T end (85%) reference marks are single-lead based in
lead II [12]. This is reflected in the lowest bias found for SL
over lead II in T wave end location. Either ML or SLR when
compared with single-lead based reference marks (PTBDB)
show a negative bias for QRS onset, and a positive bias for
T wave end. This is in clear accordance with the strategy of
using information from multiple leads in order to locate the
earliest and the latest signs of ventricular activity.

The ML over the VCG was able to provide, from only
3 ECG leads, boundaries locations as stable as the ones
provided by other methods using many more leads. It should
be remarked that the proposed method requires the WT
calculation of 3 leads, with delineation procedures involving
a variable number of signals. Thus, even considering fitting
and projecting features, the ML strategy is usually more
efficient than applying single-lead to 12 leads, as the number
of steps needed is not very high. The number of iterations
was low, with mean values between 3 and 4 iterations for
QRS boundaries and lower than 2 for T boundaries. Thus, the
results presented denote a clear performance improvement.

Among the VCG systems considered, lead set F achieved
the best global performance. This is in accordance to the
results of the “PhysioNet/Computers in Cardiology Challenge
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Fig. 5. Delineation results in CSEDB: comparison between ML over lead subsets F, M and D (darker grey area), SL over each of the 15 available leads
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strict criterion are marked with a star.
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TABLE II
QRS BOUNDARIES DELINEATION RESULTS IN QTDB. RESULTS FULFILLING LOOSE CRITERION ARE MARKED WITH SYMBOL ×

.
(a) QRS complex onset
ML lead 1 SL lead 2 SL best mark

QTDB 1 # beats / 312 293 312 312 312
( 7 files) Se(%) 94 100 100 100

mε ± s̄ε, ms × 6.4 ± 10.6 4.7 ± 10.8 × 12.3 ± 11.5 × 5.3 ± 8.7 ×
QTDB 2 # beats / 1908 1885 1907 1906 1907
( 57 files) Se(%) 99 100 100 100

mε ± s̄ε, ms 5.9 ± 11.3 5.5 ± 10.5 6.6 ± 11.2 4.5 ± 7.8
QTDB 3 # beats / 1192 1132 1179 1188 1192
(34 files) Se(%) 95 99 100 100

mε ± s̄ε, ms 10.4 ± 11.3 11 ± 14.7 9.3 ± 10.8 8.6 ± 8.6
all # beats / 3412 3310 3398 3406 3411

(98 files) Se(%) 97 100 100 100
mε ± s̄ε, ms 7.5 ± 11.2 7.3 ± 12 7.9 ± 11.1 6 ± 8.2

(b) QRS complex end
ML lead 1 SL lead 2 SL best mark

QTDB 1 # beats / 312 312 312 312 312
( 7 files) Se(%) 100 100 100 100

mε ± s̄ε, ms × 2 ± 21.2 −6.2 ± 13.2 × −0.1 ± 13 3.3 ± 11 ×
QTDB 2 # beats / 1908 1902 1907 1906 1907
( 57 files) Se(%) 100 100 100 100

mε ± s̄ε, ms 3.3 ± 11.7 −1 ± 10.9 × 2.4 ± 13.1 0.6 ± 8.4 ×
QTDB 3 # beats / 1192 1157 1179 1188 1192
(34 files) Se(%) 97 99 100 100

mε ± s̄ε, ms 11.6 ± 11.6 9.4 ± 11.5 × 11.1 ± 12.1 6.4 ± 8.7 ×
all # beats / 3412 3371 3398 3406 3411

(98 files) Se(%) 99 100 100 100
mε ± s̄ε, ms 6.1 ± 12.3 2.2 ± 11.3 × 5.2 ± 12.7 2.8 ± 8.7 ×

TABLE III
T WAVE BOUNDARIES DELINEATION RESULTS IN QTDB. RESULTS FULFILLING LOOSE CRITERION ARE MARKED WITH SYMBOL ×

.
(a) T wave onset

ML lead 1 SL lead 2 SL best mark
QTDB 1 # beats / # total beats 45/46 44/46 46/46 46/46
( 2 files) Se(%) 98 96 100 100

mε ± s̄ε, ms 13.3 ± 22.5 × 8.6 ± 25.2 × 14.1 ± 22.5 × 11.9 ± 19.6 ×
QTDB 2 # beats / # total beats 766/958 799/958 808/958 869/958
( 33 files) Se(%) 80 83 84 91

mε ± s̄ε, ms 18 ± 28.9 × 25.5 ± 36.1 14 ± 32.8 10.4 ± 28.2 ×
QTDB 3 # beats / # total beats 281/298 279/298 292/298 296/298
(10 files) Se(%) 94 94 98 99

mε ± s̄ε, ms 22 ± 24.7 × 20.2 ± 28.7 × 0 ± 28.7 × 16.1 ± 23.8 ×
all # beats / # total beats 1092/1302 1122/1302 1146/1302 1211/1302

(45 files) Se(%) 84 86 88 93
mε ± s̄ε, ms 18.7 ± 27.6 × 23.6 ± 33.9 × 0 ± 31.4 × 11.7 ± 26.8 ×

(b) T wave end
ML lead 1 SL lead 2 SL best mark

QTDB 1 # beats / # total beats 307/312 311/312 312/312 312/312
( 7 files) Se(%) 98 100 100 100

mε ± s̄ε, ms −8.1 ± 24.6 × −18.1 ± 28.5 × 3.7 ± 37.6 −12.2 ± 17.8 ×
QTDB 2 # beats / # total beats 1760/1827 1798/1827 1789/1827 1819/1827
( 55 files) Se(%) 96 98 98 100

mε ± s̄ε, ms 11.4 ± 24 × 3.1 ± 26.9 × 0.3 ± 26.8 × 1.7 ± 20.1 ×
QTDB 3 # beats / # total beats 1153/1192 1156/1192 1179/1192 1192/1192
(34 files) Se(%) 97 97 99 100

mε ± s̄ε, ms 5.5 ± 17.4 × −6 ± 28 × −0.2 ± 21.2 × −0.4 ± 16.9 ×
all # beats / # total beats 3220/3331 3265/3331 3280/3331 3323/3331

(96 files) Se(%) - P+
min(%) 97-98 98-98 98-98 100-98

mε ± s̄ε, ms 7.9 ± 21.7 × −1.7 ± 27.4 × 0.4 ± 25.6 × 0 ± 18.8 ×
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Fig. 7. Comparison between SL and ML delineation in the case of small
initial waves: panel 7(a) shows an example in which the ML fails (i = 2) and
panel 7(b) a case in which ML performs correctly (i = 3). Notation used is
the same as in Fig. 4(a).

2006: QT Interval Measurement” in which the measuring of
the QT interval in a representative beat per file was evaluated
over the PTBDB files [4], [11], [18].

With respect to ML delineation using 2 leads only (QTDB
files), global results are similar to the worse SL result for
QRS boundaries, outperforming the best SL result for T wave
boundaries. Using a 2 dimensional approach over 2 orthogonal
leads seems insufficient for QRS boundaries. Eventhough, the
ML delineation of the T wave in files with 2 orthogonal (or
orthogonalized) leads is more stable than using any of the two
leads by themselves. Further studies should be carried out to
fully evaluate the performance using only 2 leads.

The methods were validated over the available multilead
databases with reference annotations, among which only the
CSEDB can be considered to have truly multilead based
annotations, with the referee considering all leads during the
annotation process. In addition to the fact that CSEDB includes

just a very limited number of beats, the referees typically
tend to base the mark in a dominant clear lead, instead of
using combination of them. To have a fairer evaluation of the
proposed methods, truly multilead manual annotations should
be obtained, for instance by presenting the VCG loop to the
referee. Those kind of annotations, which are not available
today, will better matched to the physiological boundary and
would allow a better quantification of the true improvement
achieved by the proposed multilead methods.

V. CONCLUSION

A novel multilead WT based strategy for ECG boundaries
delineation was here proposed and evaluated with respect to
the QRS and T wave boundaries. Using different leads is
crucial to locate the global waves boundaries which can be
imperceptible in a particular lead. The automatic proposed ML
approach allows to deal with multiple leads, taking advantage
of their availability to further improve the delineation, by
constructing a WT signal more fitted for the specific boundary
location. The multilead system provided more robust and more
accurate boundaries locations than any electrocardiographic
lead by itself and outperformed strategies based in rule se-
lection after single-lead delineation.

Among VCG systems, the lead set F (directly recorded
Frank leads) achieved the best global performance. The results
also showed that ML delineation with two orthogonal (or
orthogonalized) leads, specially for the T wave, outperforms
both SL results and thus is better than any possible selection
rule for T end delineation. Furthermore, the multilead delin-
eation strategies developed are general and can be applied to
any orthogonal lead set; the VCG systems here considered
were chosen because they are defined by well known leads,
which are likely to be familiar to clinicians; however, any
other combination of 3 orthogonal leads (real or derived)
could be used instead. In particular this method has also
been partially validated over the first 3 principal components,
outperforming the results using inverse Dower transformation
[19]. Notice that techniques based on principal or independent
components analysis have been widely used, both for filtering
and segmentation of ECG signals [20]–[22].

As far as we know, this is the first delineation system
that explicitly constructs a new better suited ECG lead for
that purpose, instead of locating the fiducial points in one
available lead. This solves the problem of different latencies
on the waves’s onsets and ends found in different leads
and combine the information provided by the multiple leads,
taking advantage of their spacial dependency, and giving an
unique annotation for the onset and end of the cardiac electric
phenomena. Globally, results within the tolerance bounds
were obtained for all boundaries, showing that the proposed
methods are quite robust against noise and morphological
variations.
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