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An Efficient Method for Handling Ectopic Beats
Using the Heart Timing Signal

Kristian Solem, Pablo Laguna, Member, IEEE, and Leif Sörnmo*, Senior Member, IEEE

Abstract—The problem of analyzing heart rate variability in the
presence of ectopic beats is revisited. Based on the integral pulse
frequency modulation model and the closely related heart timing
signal, a new technique is introduced which corrects for the occa-
sional presence of ectopic beats. The correction technique, which
involves the occurrence times of a certain number of beats pre-
ceding the ectopic beat, is computationally very efficient. From ac-
tual heart rate data, the results show that the new technique is
associated with a much lower computational complexity (flops re-
duced by a factor of about 3000) than the original heart timing
technique, while producing similar performance. It is also shown
that the power spectrum and related clinical indices obtained by
the new technique are more accurately estimated than by other
methods.

Index Terms—ECG, ectopic beat correction, heart timing signal,
HRV, IPFM model.

I. INTRODUCTION

THE presence of ectopic beats perturbs the impulse pattern
initiated by the sinoatrial node, and implies that RR inter-

vals adjacent to an ectopic beat cannot be used for heart rate
variability (HRV) analysis. In such cases, autonomic modula-
tion of the sinoatrial node is temporarily lost, and an ectopic
focus instead initiates the next beat prematurely. The location
of the ectopic focus gives rise to different types of RR interval
perturbation; a beat of ventricular origin inhibits the next sinus
beat so that a compensatory pause is introduced after the ec-
topic beat, whereas a beat of supraventricular origin discharges
the sinoatrial node ahead of schedule and causes the following
sinus beat to also occur ahead of schedule. Other perturbations
of physiological origin are those related to an interpolated ec-
topic beat, manifested by two short RR intervals adjacent to the
ectopic beat, or an escape beat, manifested by a prolonged RR
interval.

Since ectopic beats may occur in both normal subjects and
patientswithheartdisease, theirpresencerepresentsan important
error source which must be dealt with before spectral analysis
can be performed. If not dealt with, the analysis of an RR interval
series containing ectopic beats results in a power spectrum
with spurious frequency components.
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A number of techniques have been developed which deal
with the presence of ectopic beats, all techniques conforming
to the restriction that only ECG segments with occasional
ectopic beats should be processed [1], [2]. Segments containing
frequent ectopic beats or, worse, runs of ectopic beats, perturb the
underlying sinus rhythm and must, therefore, be excluded from
further analysis [3]. A simplistic approach to the correction
of an occasional ectopic beat is to delete the aberrant RR
intervals from the series of RR intervals. However, interval
deletion does not try to fill in the interval variation that should
have been present, had no ectopic beat occurred, and, as a
result, the “corrected” interval series remains unsuitable for
HRV analysis.

A popular correction technique performs interpolation over
the gap caused by the ectopic beat in order to obtain values
that align with the adjacent NN intervals, see, e.g., [4]–[6];
low-order interpolation is usually employed. When the aim
is to specifically analyze HRV with a nonparametric, spec-
tral approach, the correlation function estimator required for
computing the periodogram can be modified to account for
ectopic beats [7].

The heart timing (HT) signal was recently suggested for
the characterization of HRV [8]. This signal is based on the
well-known integral pulse frequency modulation (IPFM) model
for the generation of normal sinus beats [9], characterizing HRV
in terms of a modulation function . From the unevenly
sampled HT signal, the function can be estimated by
analyzing the deviations of the event times from the expected
occurrence times, defined by the mean RR interval length. The
definition of the HT signal has later been extended to also
account for the presence of occasional ectopic beats [10], [11];
see also [12] for a similar IPFM-based approach. In terms
of spectral distortion, the results showed that the HT-based
correction produced one order of magnitude lower error than
did interpolation-based correction techniques when applied to
other HRV representations than the HT signal. While producing
excellent results, the HT-based correction is associated with
heavy computations which, for example, in the analysis of
Holter recordings, may become prohibitive.

The present paper introduces a correction method which
drastically reduces the computational demands of the method
presented in [11], while introducing no significant reduction
in performance. Section II starts with a brief overview of the
IPFM model and the HT signal, followed by a description of
the present correction method. The performance is evaluated
on a set of ECG recordings containing ectopic beats, obtained
from 132 subjects [13], and compared to the performance of
the original HT-based method (Sections III and IV). Finally,
certain properties of the new method are discussed in Section V.
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II. METHODS

A. IPFM Model

The IPFM model generates a series of occurrence times for
normal sinus beats (“events”) with known rate variability, and
reflects basic electrophysiological properties of the sinoatrial
node [9]. The input signal to the IPFM model consists of the sum
of a dc level, related to the average heart rate (HR), and a mod-
ulating signal, , related to the variability due to parasym-
pathetic and sympathetic activity. The input signal to the IPFM
model is integrated until a threshold, (representing the mean
interval length between successive events), is reached. Then, an
event is created at time as the output of the model, and the
integrator is reset to zero. As a result, the output signal of the
IPFM model becomes an event series which represents the beat
occurrence times. In mathematical terms, the following equa-
tion defines the series of event times

1 0 (1)

where is an integer that indexes the beat following the ini-
tial event, and the initial event assumed to occur at 0. The
function in (1) can be generalized to a continuous-time function
by introducing the following definition:

1 (2)

The integral can now be calculated up to any time , and is pro-
portional to an index function whose value at is identical
to the integer beat index , i.e., .

B. Heart Timing Representation

The HT signal is at defined as the difference
between and the expected occurrence time at the mean HR,

[8]. The HT signal is closely related to the IPFM model and
its modulating signal . Using the HT signal, the modulating
signal can be estimated in order to produce the HRV power
spectrum. In order to see how and the modulating signal

are related, the model equation in (1), for a particular time
, is rewritten according to

(3)

The mean RR interval length must be estimated from the
available data before can be computed. This can be
done by simply dividing the time of the last event with the
number of events, i.e.,

(4)

Using the generalized IPFM model in (2), the HT signal can
be expressed in continuous-time as

(5)

where the integration interval is extended to since
is assumed to be a causal function. If the Fourier transforms of

and are denoted with and respec-
tively, we have from (5) that

0

(6)

where 2 and 0 0, since has a dc compo-
nent equal to zero. Once the Fourier transform of the HT signal,

, is known, the desired spectrum can be com-
puted according to

(7)

The spectrum is obtained either by a technique for
unevenly sampled signals, or interpolation and resampling fol-
lowed by use of the discrete Fourier transform.

C. Dealing With Ectopic Beats

In this section, we briefly summarize the recently presented
technique [11] which compensates for the presence of ectopic
beats using , and then continue with the new approach.
In the description below, we assume that sinus beats occur at the
times , and that one ectopic beat occurs at time .
The time is not included in the series , and the
sinus beat immediately preceding the ectopic beat occurs at
and the sinus beat immediately following at .

1) Heart Timing Representation: In order to compensate for
the presence of an ectopic beat, the above definition of is
modified by the introduction of a parameter according to [11]

,
(8)

The parameter can be viewed as a jump in the resetting of the
integral in the IPFM model. If the value of is close to zero it indi-
cates that an artifact probably has caused the event at . A value
close to one usually indicates that the event is a premature ectopic
beat followed by a compensatory pause. From the modified HT
signal in (8), the IPFM generalization yields

(9)
where

1
1 (10)

and, for the case with an ectopic beat, the indexing function
is at given by

,
(11)

If the modified formulation of in (8) is to be useful, we
need to estimate the parameter and update our estimator of
so that it accounts for the presence of an ectopic beat. Several
steps are required to derive an estimator of , but once known it
is straightforward to determine an estimator of .

The indexing function can be estimated from the oc-
currence times which precede and follow an



SOLEM et al.: EFFICIENT METHOD FOR HANDLING ECTOPIC BEATS USING THE HEART TIMING SIGNAL 15

Fig. 1. (a) The indexing functions �̂(t), based on occurrence times up to
t , and �̂(t) � s, based on occurrence times starting from t . (b) The
indexing functions shown in (a) extrapolated forward and backward to produce
the occurrence times t̂ and t̂ .

ectopic beat . Thus, two different esti-
mators of can be obtained: one that will be “forward-ex-
tending” based on the occurrences at 0 and
denoted with , and another that will be “backward-ex-
tending” based on 1 and denoted
with being an offset version of the original (i.e.,

), see Fig. 1(a). Note that ,
0 1 , and , 1 .

Since the resulting two indexing functions would differ by an
offset equal to the desired parameter , these two functions can
be extrapolated forward and backward in time, respectively, to
such an extent that they overlap and thereby allow for estimation
of , see Fig. 1(b). This is first done by forwardly extending the
occurrence times with a new time under the
assumption that the sinus rhythm continues. Similarly, the oc-
currence times are backwardly extended with a
new time under the assumption that the sinus rhythm pre-
ceded . This procedure continues until the desired overlap
exists, i.e., . The computation of these two occur-
rence times is defined by

(12)

(13)

where denotes the interpolated interval function. Hence,
in order to determine and one has to first interpolate
the interval function, given by

or 2 (14)

where the intervals adjacent to the ectopic beat have been ex-
cluded from the computation of . The value of
is obtained by solving (12) recursively; it is straightforward to
obtain the value of from (13). Once the values of
and have been obtained, we need to interpolate the two in-
dexing functions and in the interval

. The interpolation is unproblematic since is known

in 0 1 and is known in
1 .

Adopting the LS criterion, estimation of can be obtained by
minimizing

(15)

Differentiation of with respect to , and setting the result
equal to zero, yields the value of that minimizes

1
(16)

Hence, the estimator computes the area between the two indexing
functions in theoverlap interval, normalizedwith the lengthof the
overlapinterval. Inpractice, thecomputationoftheintegral in(16)
is approximated with a sum over a set of discretized times.

With available, it is possible to estimate the mean RR in-
terval length according to

(17)

This expression is almost identical to that in (4), except for
which accounts for the delay in time due to the ectopic beat.
Note that 0, corresponding to the absence of an ectopic
beat, results in (4).

2) A Computationally Efficient Method of the Heart Timing
Signal: A different approach to deal with ectopic beats is to
observe that an ectopic beat shifts the occurrence times of the
following normal heartbeats by the time , and that we have
from the definition of the IPFM model

1 1 (18)

Since the variations of are unknown between and
due to the ectopic beat, certain assumptions on must be
done in this interval to obtain a value of (18) for 1.
From to , i.e., to the occurrence time that would
follow had no ectopic beat been present, ,
it is assumed that the variations of are the same as if no
ectopic beat is present. The value of (18) for 1 is
obtained from

1

1 1

(19)

where it has been assumed that the integral of is zero in the
remaining time interval as if no ectopic beat
had been present. Note that (19) becomes (18) when no ectopic
beat is present, i.e., 0. Thus, if , (1) becomes

1 (20)
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and (3) becomes

(21)

Hence, by estimating the time shift the presence of an ectopic
beat can be accounted for by

,
(22)

where is the HT signal, , when the assump-
tions used in (19) about around the ectopic interval are in-
corporated. Note that the functions in (8) and (22) are not iden-
tical, hence, (see Section V). In order to estimate , we
make use of (19) such that

1

(23)

and

(24)

We now introduce a new parameter, , crucial to the esti-
mation of , defined by

,
(25)

and, thus using (24) we can write
(26)

For the special case of a constant HR, i.e., is linear, or,
equivalently, 0 and 0, we obtain an estimator of

according to

(27)

referred to as the zero order estimator of . Although this equa-
tion cannot be used as an estimator of since is unknown,

is later used to derive a useful estimator. The corresponding
estimator of is denoted 0.

If we assume that the variations of are small within the
integration interval, the beat-to-beat variations in are also
small. Hence, an improved estimator of would be the value
corresponding to the previous occurrence time. This estimator,
denoted , is the first order estimator of , and can be
calculated as the sum of and a first order difference of ,
denoted (which is set to ), according to

(28)

Combining with (26) the first order estimator of is given
by

2 (29)

Note the similarity between (27) and (29), since (29) can be
written as

(30)

where is the zero order estimator of 0 ,
with defined as

0 (31)

Note also the close relationship between (26) and (31), since
(31) becomes (26) when . In order to better understand
what implies on the RR interval at the ectopic beat, (29) is
rewritten according to

(32)

or, equivalently

(33)

Thus, maintains continuity in the RR interval by replacing the
RR interval at the ectopic beat with the previous RR interval,
which implies a constant approximation of the HR variations
during ectopy.

A higher order estimator of would be to include variations
in , which can be done in the second-order estimator denoted

. This estimator is obtained from by adding a second-
order difference of , defined by

(34)

Thus, a second-order estimator of is given by

2

2

2 3 1

2

3 2 (35)

The accuracy of may be sufficient when the variations in
are small. Combining with (26) will give us a second-

order estimator of according to

3 3 (36)

Note the similarity between (29) and (36), since (36) can be
written as

2 2

(37)

Both (30) and (37) show that higher order estimators of can
be obtained from the difference between lower order estimators
of and . The correct value of is known and equals
zero, e.g., (31). Since both the lower order estimators of and
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contain the same approximations, the estimator of
can be viewed as the error, made in the approximations, of . If
(36) is rewritten in a similar way as in (32), we obtain

(38)

or, equivalently

(39)

Thus, replaces the RR interval at the ectopic beat using linear
interpolation from the previous RR interval, which implies a
linear approximation of the HR variations during ectopy.

Generalization of the Method: A generalization of higher
order estimators of is obtained when variations in are in-
cluded. If the estimator of is updated according to

(40)

where is the order difference of

(41)

It is shown in Appendix that the order estimator of is
given by the following recursive equation:

1 2 (42)

where

(43)

A similar recursive equation for the order estimator of
is given by

1 2 (44)

and can be proven in the same way as (42).
Using Pascal’s triangle and the expressions in (29), (31), (42),

and (44), we can express directly in terms of the occurrence
times according to

1
1

1 2 (45)

Recall that for 0, is given by (43), but not useful as
an estimator since is unknown. As increases, higher order
approximations of the HR variations are implied during ectopy
in a similar way as in (33) and (39). Once is obtained from
(45), it is straightforward to estimate by

(46)

This expression is almost identical to that in (4), except for
which accounts for the delay in time due to the ectopic beat.
The HT signal, , in (22) can now be calculated since
the required parameter values are available.

Fig. 2. The three different overlapping segments A, B, and C.

If more than one ectopic beat is present in the ECG,
has to be calculated for each ectopic beat. The estimator
used in (46) is then the sum of all the different ’s and the
used in (22) should be the sum of the ’s corresponding to
the ectopic events prior to event time . It should be pointed
out that if two ectopic beats are next to each other then they
can be treated as one. Furthermore, if two ectopic beats are
too close to each other (the closeness depends on the order
of the estimator in (45)), then corresponding to the
second ectopic beat is influenced, since involves nearby
occurrence times. If this is the case, the first ectopic beat is
within the interval of the occurrence times used to estimate
the second beat. In order to obtain a correct estimate of the
second , these occurrence times must be corrected with the
help of the previous estimated (corresponding to the first
ectopic beat). In this case, an appropriately estimated is
obtained by simply adding the previous estimated to the
occurrence times prior to the first ectopic beat, and applying
(45) as before.

III. DATABASE

The database consists of 132 ECG episodes selected from the
European ST-T database, previously studied in [11] and [13].
The ectopic beat composition of the 132 episodes is as follows:
91 episodes containing one ectopic beat, 28 containing two, 5
containing three, 4 containing four, 2 containing eight, and 2
containing ten ectopic beats. Each ECG episode is divided into
three overlapping, 4-min segments: A, B, and C, see Fig. 2.
Segments A and C are ectopic-free, whereas segment B contains
the ectopic beat(s). Segment A contains the 4 min preceding
the ectopic beat(s), segment B is centered around the ectopic
beat(s), and segment C contains the 4 min following the ectopic
beat(s).

The database is studied using the evaluation approach in-
troduced in [11], where it was suggested that the spectral
characteristics of the ectopic-free segments A and C can be
compared to the corrected segment B assuming that the HR
is stationary once ectopy has been removed. Three parame-
ters, AC, AB, and BC, are defined, where AC is the
difference in spectral power between segment A and C, and
so on. Moreover, the power is divided into two subbands: a
low-frequency (LF) band (0.04–0.15 Hz) and a high-frequency
(HF) band (0.15–0.40 Hz). Assuming stationarity during the



18 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 53, NO. 1, JANUARY 2006

TABLE I
HRV POWER SPECTRAL DIFFERENCES OF THE s ESTIMATOR AND THE � ESTIMATOR WHEN USING THE HT SIGNAL FOR ALL THE 132 ECG EPISODES. VALUES

ARE GIVEN IN MEAN � STD IN THE UNIT ms

TABLE II
HRV POWER SPECTRAL DIFFERENCES OF THE HEART TIMING SIGNAL, d (t), USING THE s ESTIMATOR AND THE HEART RATE SIGNAL, d (t), USING SPLINE

INTERPOLATION. THE VALUES HAVE BEEN IMPORTED FROM [11]. VALUES ARE GIVEN IN MEAN� STD IN THE UNIT ms

segments A, B, and C, AC is expected to be close to zero
in both frequency bands, and following correction of segment
B, AB and BC should be close to that of AC.

IV. RESULTS

The performance of the estimator in (45), based on
, is compared to that of the estimator in (16), based

on , in terms of HRV power spectral differences. The
HRV power spectra of the ectopic-free segments A and C are
computed using (3), whereas the power spectrum of segment B
requires that either the or estimator is used.

Table I presents the results when all 132 ECG episodes are
analyzed. The performance of the two different estimators is
almost identical for both the LF and HF bands of AB and

BC, and is comparable to the variation of AC. Table II is
included to compare the results of Table I with those presented
in [11], obtained using two different signals, namely, the HT
signal, , and the HR signal, (the latter signal is
obtained by interpolation of the HR at each event time and ec-
topic beat correction using spline interpolation). These two dif-
ferent signals produce similar variation as reflected by the AC
column of Table II, and is similar to that obtained in the present
paper, see Table I. The results of Tables I and II for , using
the estimator, are also similar, the slight difference being due
to different implementations. When comparing the performance
of the two different methods in Table II, it is obvious that
has better performance.

In order to compare complexity of the two estimators, the
number of floating point operations (flops) was studied, see
Table III. The results show that the estimator requires almost
3000 times more flops than the estimator. It is also noted that
the number of flops used by the estimator is deterministic
since it is, in contrast to the estimator, independent of where
the ectopic beat occurs.

The performance of the estimator for different orders was
also compared in both ECG episodes with only one ectopic beat
and all 132 ECG episodes, see Table IV. In episodes with only
one ectopic beat, the performance of the estimator was found
to be the best, although and have similar performance.
However, the performance of the and estimators differ
from that of when episodes with more than one ectopic beat
are also included. Thus, the first-order estimator was found
to produce the best performance. For higher order estimators,
the performance deteriorates.

TABLE III
FLOP STATISTICS FOR THE s ESTIMATOR AND THE � ESTIMATOR, WHEN

USING THE HT SIGNAL FOR THE 132 ECG EPISODES

TABLE IV
HRV POWER SPECTRAL DIFFERENCES WHEN USING DIFFERENT ORDERS OF

THE � ESTIMATOR IN COMBINATION WITH d (t). (A) HRV POWER

SPECTRAL DIFFERENCES FOR ECG EPISODES CONTAINING one ECTOPIC BEAT.
(B) HRV POWER SPECTRAL DIFFERENCES FOR all THE 132 ECG EPISODES.

VALUES ARE GIVEN IN MEAN� STD IN THE UNIT ms

V. DISCUSSION AND CONCLUSION

The present paper sheds new light on the problem of ectopic
beat correction in HRV analysis by introducing a new HT-based
method. The performance was compared to the original method
[11] and was found to be the same when performance is measured
in power spectral terms. However, the new method requires a
dramatically smaller amount of computations and is, therefore,
much better suited for implementation in systems for long-term
ECG analysis. Although the implementation of the estimator
can be further optimized than what was done in the present
study, the difference in estimator complexity will nevertheless
persist since the estimator merely requires two additions.

Higher order estimators did not produce results better than
those of the first-order estimator (see Table IV). Such a result
may, at a first glance, appear to be unexpected since a higher
order estimator provides, from a modeling viewpoint, a more
accurate description of . However, a number of aspects
must be taken into account when processing real ECG data
which explains the performance relationship between estimators
of different orders.
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An important aspect is that performance is expressed in terms
of differences in spectral power between the intervals A and C
(assumed to be stationary both within and across each other) as
compared to differences between B and either A or C. The dif-
ferences between A and C given in Table I represent a bound of
the performance results; results obtained from interval B and A
or C being lower than these values do not improve performance
since they are accompanied by an increase with respect to the
complementary interval, i.e., C or A. Thus, since a first-order
estimator already produce results which are close to the bound
given in Table I, improvements associated with higher order es-
timators remain obscured by the natural variability from A to C.
It is also worthwhile to mention that even if the intervals A and
C would be perfectly stationary, differences can still arise due
to discrepancies between the IPFM model and the underlying
physiology.

Another aspect to be considered when using higher order
estimators is their use of higher order differentiation. Since
beat locations are estimated with a certain error, which at best
is lower bounded by the time quantization of the sampling rate,
such errors show up as noise in the HT signal. It is well-known
that noise becomes amplified as the order of differentiation
increases.

Finally, the finding that the estimator exhibits much
better performance in Table IV(b) for the multiectopic case
is explained by the fact that several ectopic beats are present
and, sometimes, occurring closely in time. Since higher order
estimators rely on occurrence times farther away they are more
influenced by adjacent ectopic beats than is the first-order
estimator, the results of Table IV(b) are inferior to those of
IV(a).

By comparison of (8) and (22) one may conclude that
, a statement which is incorrect. The two functions

and model the same events, but are not equal since
they involve different assumptions on the variations of
around the ectopic beat and, thus, the corresponding estimators
of and differ. It remains to be established whether an ap-
proach based on the assumption of offers particular
advantages over the present approach.

APPENDIX

In this Appendix, the proof of the following recursion

1 2 (47)

being the order estimator of , is given. The validity of (47)
for 1,2 has already been proven in connection with (30)
and (37). However, following induction proof shows the validity
of (47) for all 1 2 . Thus, we must prove that:

1) (47) is valid for 1;
2) if (47) is valid for 1, then (47) also is valid

for .

The first statement has already been proven according to (30),
and the second statement is proven by first concluding [e.g., with
the help of (26), (27), (31), and (40)] that

(48)

and

47 valid for

(49)

Then, (47) is valid for , since

(50)

and (47) is thereby valid for all 1 2
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