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Abstract-This work presents a study of RTP multiplexing 

schemes, which are compared with the normal use of RTP, in 
terms of ITU R-factor quality estimator. The bandwidth saving 
of the different schemes is studied, and some tests with VoIP 
traffic are carried out in order to compare R-factor using three 
different router buffer policies. Network delays are added using 
an adequate statistical distribution. The tests show the 
bandwidth savings of multiplexing, and also the importance of 
the packet size with time-limited buffer policies. The customer 
experience improvement which can be achieved is measured in 
terms of R-factor, showing that the use of multiplexing can be 
interesting in some scenarios, like an enterprise with different 
offices connected via Internet. 

Keywords-RTP multiplexing, QoS, VoIP, R-factor, buffer 
policies 

I. INTRODUCTION 

The use of the Internet for voice transmission, called VoIP 
(Voice over IP) is growing as bandwidth increases. There are 
some wide deployed signalling protocols like SIP and H.323, 
and RTP is the most used protocol for media transport. 

Voice information can be highly compressed by the use of a 
suitable codec, but RTP has the problem of its big overhead. 
For example, a G. 729a packet with 2 voice samples will have 
20 bytes of information, plus 40 bytes for the IPv4, UDP and 
RTP headers. As a result, only one third of the bytes carry 
voice information. Of course, if IPv6 is used, the efficiency 
becomes even worse. 

Some RTP header compression schemes have been 
proposed, but the IP and UDP headers can not be removed. 
CRTP [1] uses the repeatability of headers in order to 
compress them. But the problem is that it has to be applied in 
a hop-by-hop way, at every router in the path. ECRTP [2] 
introduced some extensions in the protocol in order to enhance 
its behaviour in scenarios with packet loss, packet reordering 
and long delays. 

Other possible solution is to place multiple samples in one 
packet [3]. This can be achieved by bundling more voice 
samples of the same flow. The problem is that each sample 
will increase the delay in the sender. Finally, there exists the 
possibility of multiplexing samples of different conversations 
in the same RTP packet. 

In 1998, the Audio/Video Transport Working Group of the 
IETF met to discuss different proposals for RTP multiplexing. 
There were different points of view, and many proposals. 

Finally, IETF approved in 2005 TCRTP as RFC 4170 [4], 
with the category of "Best Current Practice". We will explain 
it with more detail in next section, and also other proposals 
and drafts that are not standard solutions. 

Multiplexing can be a good solution for systems where 
many voice flows share the same path, for example, an IP 
telephony system between different offices of the same 
enterprise. In this scenario, there exists the possibility of 
having simultaneous calls between two extremes in the same 
networks (Fig. 1). In this case, the office’s router can act as a 
multiplexer. There is also another advantage: enterprises often 
have VPNs that protect traffic between offices. So these 
tunnels could also be used in order to transport VoIP calls. 

But multiplexing has also some disadvantages, as we will 
see: it introduces new delays and processing charge, which are 
added to the ones caused by router buffers. Also the added 
delays can affect to final de-jitter buffers. Another problem is 
that when a packet is lost, all the multiplexed calls become 
affected. So there is a tradeoff: the more the number of 
multiplexed streams, the more the bandwidth efficiency, but 
with bigger delay and packet loss. These parameters are 
important in order to quantify customer experience, commonly 
estimated using the ITU E-Model [5]. R-factor is a measure 
which ranges from 0 (bad quality) to 100 (high quality). 
Medium quality is considered from R > 70. This work 
presents a study of different multiplexing schemes and how 
they affect user’s perception of voice signal, depending on 
different router buffer policies. 

This paper is organized as follows: section II discusses the 
related works about RTP multiplexing proposals and uses. The 
test methodology and the most significant parameters are 
presented in section III. The next section covers the 
measurements and results. The last section details the 
conclusions of the present work. 
 

II. RELATED WORK 

A. RTP multiplexing proposals 
RTP specification [6] includes the concept of translators and 

mixers. A mixer is an entity that receives stream from 
different sources, possibly changes the data format and 
forwards the combined stream. For example, in a multi- 
conference some voice streams can be added into one, and  
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Figure 1. Multiplexing scheme. 

 
then retransmitted to the receiver. A translator can re-encode 
some packets into one. But finally both of them send only a 
combined or translated RTP flow. In contrast, a multiplexer 
receives data from a number of sources and sends them all, 
combining them in the same packet. 

A multiplexer-demultiplexer system has to be transparent 
for the communication ends: the packet sent from the origin 
and the packet received at the end have to be exactly the same, 
so the demultiplexer needs information in order to rebuild the 
original packet and deliver it to its destination. 

We will first explain TCRTP [4]. This standard does not 
define a new protocol, but combines some of them. Its 
protocol stack can be seen in Fig. 2 [3]. First, ECRTP, which 
is a header compression scheme, compresses IP, UDP and 
RTP headers into a new header. Next, PPP multiplexing is 
used and finally the packets are sent with a PPP and L2TP 
tunnelling scheme. The use of a tunnel makes it possible to 
use ECRTP end-to-end, avoiding the need of being applied on 
each router of the path. 

Another non standard option was presented by Sze et al. [7]. 
As can be seen in Fig. 3, it includes a number of RTP packets 
in a single UDP packet. The RTP headers are compressed, so 
context-mapping tables are required in the multiplexer and 
demultiplexer in order to rebuild the original RTP packets. 
From now, we will refer to this multiplexing scheme as Sze. In 
[8] a similar solution had been proposed but without the 
compression of RTP headers.  

There exist other multiplexing proposals in the literature. 
For example, [9] presented a system that adapts the throughput 
in response to congestion; GeRM [3] proposed the idea of 
including multiple RTP payloads, each one with a compressed 
header, into a single RTP packet; ref. [10] assembles audio 
samples from different users into an RTP payload, using a 2 
byte MINI-Header in order to identify users. Nevertheless, we 
will use TCRTP and Sze proposals, as we consider that they 
include the most representative ideas of RTP multiplexing. 

B. RTP Multiplexing Uses 
Multiplexing reduces both bandwidth and the number of 

packets. Based on measurements of commercial routers, [13] 
discovered that, in certain conditions, the maximum call load 
is bounded by the router capacity rather than the link capacity, 
i.e. the number of packets per second a router can manage is 
limited. So they recommended the consideration of both 
packet throughput and bit throughput. Multiplexing schemes 
certainly reduce the number of packets, alleviating the router's 
workload as they divide it by a factor of k. For the rest of the 
paper, k represents the number of multiplexed flows. 

 
 

Figure 2. TCRTP protocol stack. 

 

Figure 3. Alternative compression scheme (Sze). 

VoIP applications are being widely used, and bandwidth 
consumption is a concern for researchers. We have found 
some works in the literature interested on RTP multiplexing. 
Ref. [11] presents a study of an adaptive multiplexing system 
based on E-model. They mainly use multiplexing in order to 
decrease overhead caused by IPSec. 

Ref. [7] presented a system that multiplexes RTP packets in 
one UDP. Each RTP packet has a mini-header. They use some 
tables which are necessary to rebuild packets at the 
demultiplexer. They also study the delays that appear when a 
multiplexing scheme is used. They conclude that multiplexing 
can increase bandwidth efficiency by as much as 300%. 

Multiplexing has also been proposed in other levels. In [12] 
two different systems are compared: sample application-layer 
aggregation, in which many RTP samples are included in a 
RTP packet, and the use of a performance enhancing proxy at 
IP level, putting together complete VoIP packets from 
multiple flows. 

The present work not only considers the bandwidth 
reduction achieved by multiplexing, but also evaluates the 
advantages of multiplexing schemes, in terms of conversation 
quality, taking into account the effect of router buffer policies. 

C. Buffer size and buffer policies 
Using certain buffer policies, the packet size may have an 

impact in the percentage of discarded packets. As 
multiplexing increases the packet size, big packets are 
expected to be discarded in a bigger percentage than small 
ones. On the other hand, multiplexing saves bandwidth, so, 
with the same background traffic, multiplexed RTP may have 
better results than simple RTP. This is the reason why we have 
carried out measurements with different buffers. Our main 
objective is to know in which cases multiplexing represents an 
improvement to the QoS. 

For many years, the "rule of the thumb" for buffer sizing 
was the use of "Bandwidth-Delay Product" (BDP), i.e. the 
buffer size should be the product of the RTT (Round Trip 
Time) and the capacity of the link [14]. But in the last years, 
Appenzelder et al. [15] proposed the so-called "Stanford 
Model", which reduces the buffer size by dividing it for the 
square root of the number of TCP flows. After that, there has 
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appeared a lot of literature studying optimal buffer sizes. Most 
of them are centered in the study of the behavior of a number 
of TCP flows in core routers. Ref. [16] presents a comparative 
study of different buffer size policies. One of them is the 
approach that controls the maximum queuing delay at the 
target link. In this paper we will use this approach, as VoIP 
has very strict time constraints, taking into account that delay 
is one of the parameters that determine R-factor [17]. In the 
present study we will use this buffer policy, comparing it with 
a very big buffer with a simple FIFO policy, and also with the 
case of a dedicated bandwidth for VoIP traffic. 

 

III. TEST METHODOLOGY 

A. Traffic generation 
Background traffic is generated with D-ITG [18]. We have 

used the next distribution: 50% of the packets are of 40 bytes, 
10% of the packets are of 576 bytes, and the rest 40% are of 
1500 bytes [19]. UDP has been used instead of TCP, in order 
to avoid flow control, thus obtaining always the same traffic. 
VoIP traffic is also generated using D-ITG, which permits 
different statistics in both inter-packet time and packet size. 

Multiplexed RTP traffic has been characterized with 
statistical models in order to obtain a realistic behavior. Ref. 
[20] presents a comparison of CRTP and ECRTP for VoIP 
applications over satellite links. The obtained values show that 
for ECRTP, 97.3% of the packets have a COMPRESSED_ 
RTP header, while 2.6% have a COMPRESSED_UDP one. 
The percentage of FULL_HEADER packets is very small 
(0.0033 %), and we will consider it negligible. We have 
modeled TCRTP's behavior in terms of packet size, adding the 
correspondent number of extra bytes for each COMPRESSED 
_UDP packet, according to a binomial distribution depending 
on the number of multiplexed packets k. These extra bytes 
correspond to a timestamp and absolute IPID, which have to 
be updated. We have used the same statistics to model the 
behavior of Sze, in order to compare the two multiplexing 
methods in the same conditions. 

For each measurement, 400 seconds of real traffic have 
been sent in a scenario similar to Fig. 1. Later, the first and 
last 20 seconds have been discarded in order to get a 
stationary behaviour. No silence suppression has been used. 

RTCP is a protocol that works with RTP, but in [6] it is said 
that its traffic must not exceed 5% of RTP traffic. This is the 
reason why in this paper we will not consider RTCP 
multiplexing, i.e. RTCP will work normally between the 
extremes of the communication. 

B. System delays 
We will summarize the different delays that have to be 

considered in our system. They are illustrated in Fig. 1: 
- Packetization delay: It depends on the codec. In this work 

we always use G.729a with two samples per packet, so delay 
will be 25 ms: 10 ms for each sample and 5 ms corresponding 
to the look-ahead time. 

- Retention time: The multiplexer has to wait in order to 
receive one packet from each RTP font. In this study we will 
assume that the RTP sources are connected to a high speed 
LAN, so retention time can be considered equivalent to the 
time between packets (20 ms), as an upper bound. 

- Process time in the mux/demux: Ref. [7] built a software 
prototype of their multiplexing scheme, running under Linux. 
They observed that the processing mux/demux times caused 
by packet transmission and header manipulation were below 1 
ms. As the packets are bigger when multiplexing, store & 
forward delay will be increased a little. In this work we will 
add 5 ms in order to take into account processing time in the 
mux and demux, and also store & forward and propagation 
times in local networks.  

- Queuing delay at the origin router's buffer: The pass from 
a high speed LAN to the Internet access network supposes a 
bottleneck that has to be taken into account. This delay will 
strongly depend on the buffer policy implemented at the router. 

- Network delay: The packet arrival times are captured after 
the router, and then a different network delay is added to each 
packet, using a statistical distribution. We have used the 
model proposed in [21], which is based on the results of some 
global measurement projects [22]. The model consists of a 
fixed minimum delay depending of the geographical distance 
between the two nodes, plus a log-normal distributed delay 
that is applied to each packet. In our case we have considered 
an intra-region scenario, and we have used values extracted 
from [23]: 20 ms of minimum One Way Delay (OWD), and 
for the log-normal distribution, the average was 20 ms with a 
variance of 5. We have not considered the network to increase 
packet loss. 

- Queuing delay at the destination router's buffer: It is 
considered negligible, because we are passing from an Internet 
access to a high speed LAN. 

- De-jitter buffer of the destination application: It adds a 
new delay and also increases packet loss, as every packet that 
does not arrive in time to be reproduced will be equivalent to a 
lost packet. As we want to avoid the use of a concrete 
implementation, de-jitter buffer losses have been calculated by 
an approximation suggested by Cole et al. in [24]:  

 loss de-jitter buffer ~ P {  l  > bg} (1) 

Where l is the difference between OWD of consecutive 
packets, b is half of the buffer size, and g represents inter-
packet generation time. This approximation supposes a static 
buffer. By the use of adaptive schemes, better results can be 
obtained. This is the reason why in some graphs we have 
included values of R-factor smaller than 70. De-jitter buffer 
size has been calculated in each case to maximize R-factor, 
obtained with the analytical expression also proposed in [24]. 

 

IV. RESULTS 

As we have previously said, three different router buffer 
policies are being tested. For each one of them, we will 
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compare simple RTP with two multiplexing schemes: TCRP 
and Sze. In the figures we will also include a graph called "1 
RTP", which represents the behaviour of a single RTP flow. It 
can be a help in order to compare the results with the best case. 

The queuing delays at the origin router's buffer have been 
obtained by the use of a testbed [25] that emulates the queues 
using tc Linux tool. It permits to set up different buffer sizes 
with some parameters as latency limit, buffer limit or the size 
of bursts. tc takes into account level-2 headers (Ethernet in our 
case) to calculate bandwidth limit, so traffic amounts have to 
be properly corrected. 

We will compare multiplexed schemes with RTP, but not 
with CRTP or ECRTP, because these protocols operate link by 
link, so they are not adequate for our Internet scenario. 

A. Dedicated buffer  
First, we will see what happens if a bandwidth is reserved to 

VoIP packets. We will send different number of RTP flows 
using a tc limit of 200 kbps dedicated bandwidth. So we can 
expect the system to behave well while the VoIP bandwidth is 
smaller than the limit. Fig. 4 shows R-factor as a function of 
the number of flows k. It can be seen that using simple RTP 
only 6 flows are supported, while TCRTP supports up to 17 
and Sze maintains R above 70 until 20 flows. The overhead of 
the two multiplexing schemes is shared by all the flows, but in 
the case of simple RTP the bandwidth simply increases by a 
factor of k. As TCRTP uses a tunnel, its bandwidth is bigger 
than Sze’s one and it can support less flows.  

B. Big buffer  
Next, we will study multiplexing behaviour when a big 

buffer is used. We will assume a single FIFO buffer with a 
very big size. In our case we have used an 800 ms limited 
queue. So if bandwidth limit is reached, it will grow 
indefinitely, delaying packets above the required limits for 
VoIP. The bandwidth limit in this case is 1 Mbps. Fig. 5 
shows R-factor as a function of background traffic, in the case 
of 15 VoIP flows. It can be seen that the behaviour is similar 
to the one obtained with dedicated bandwidth: when the limit 
is reached, R-factor gets unacceptable. 

C. Time-limited buffer  
Finally, a time-limited buffer has been tested. We consider 

it interesting because in real-time and interactive services, like 
VoIP, the delay has to be maintained under a limit in order to 
provide a service similar to traditional telephony. 

The connection bandwidth is 1 Mbps. The buffer has only 
one queue and every packet that spends more than 80 ms in it 
is discarded, so big packets have more probability of being 
dropped than small ones. This is an advantage for voice 
packets, as they are small, but it is a disadvantage for 
multiplexed packets, as they are bigger than non-multiplexed 
ones, and they will be dropped in a bigger percentage. With 
this buffer policy R-factor is expected to go down slower than 
with the others, as voice packets have this advantage. There 
are two simultaneous effects: multiplexing saves bandwidth, 
but at the cost of generating bigger packets and thus having  
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Figure 4. Comparative using 200 kbps of dedicated bandwidth. 
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Figure 5. R-factor for big buffer. 

more dropping probability. So it can be interesting to study in 
which cases one effect is more important than the other. 

Fig. 6 shows the comparative for k = 10. It can be seen that 
for small background traffics, simple RTP behaves a little 
better than multiplexing schemes. This is mainly caused by the 
additional delays introduced by multiplexing. 

But when background traffic is above 650 kbps, RTP gets 
worse. This is mainly caused by the bigger bandwidth used by 
RTP, that makes the total bandwidth get near 90% of the limit, 
while TCRP and Sze are using only 114 kbps and 99 kbps 
respectively, as can be seen in Table I. 

When background traffic is 95% of the limit, it can be seen 
that simple RTP again achieves a better result than 
multiplexing. The cause is that multiplexed packets are 
dropped in a bigger percentage due to their size. But in Fig. 7 
we can see that in that case background traffic has a worse 
loss ratio with simple RTP than with multiplexing schemes. 

The behavior of Sze is a little better than TCRTP, because it 
does not use a tunnel. But Sze is not a standard protocol and 
requires the addition of some elements to work properly. The 
use of a tunnel in TCRTP avoids that elements, and uses the 
protocols according to the standards. 

Finally, Fig. 8 shows the R-factor improvement when using 
different number of multiplexed flows with respect to simple 
RTP. It can be seen that above 5 multiplexed flows, the use of 
multiplexing is a good improvement, gaining up to 21%. For 
small traffics, the impairment of multiplexing is below 1 %. If 
background traffic is above 90%, the behaviour gets worse. 

 

V. CONCLUSIONS 

This work studies different multiplexing schemes have been 
tested and compared with simple RTP in terms of ITU R-
factor, using three different buffer policies. On one hand, the 
use of RTP multiplexing requires less bandwidth but, on the 
other hand, it introduces new delays, i.e. retention time and 
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also small processing times in both sides of the 
communication, and also packet size: Multiplexed packets are 
bigger than RTP ones, and this could increase their probability 
of being discarded, depending on buffer policies. 

It has been found that in certain conditions multiplexed RTP 
can obtain better results than simple RTP. The use of a tunnel 
in case of TCRTP does not suppose an important drawback, 
although its use implies some bandwidth cost. 

The obtained results show that multiplexing and buffer 
policies are a good way to search algorithms and solutions 
able to improve customer experience of VoIP. 

 
TABLE I 

BANDWIDTH OF RTP, TCRTP AND SZE AT IP LEVEL IN KBPS 

Number of calls 5 10 15 20 

RTP 120 240 360 480 

TCRTP 62 114 166 216 

Sze 55 99 143 185 
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Figure 6. R-factor with k = 10 multiplexed calls 
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Figure 7. Packet loss for background traffic with k = 10 
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Figure 8. R-factor improvement with different multiplexed calls 
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