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Abstract-TCRTP is a multiplexing scheme for RTP, defined 

by IETF, which reduces the overhead of real-time flows. This 
work presents a preliminary study of how the number of 
multiplexed flows in TCRTP can affect the Quality of Service 
(QoS) of VoIP in terms of R-factor. Two different buffer policies 
are considered. The conclusion is that multiplexing all the calls in 
a single TCRTP flow is not always the best solution for certain 
buffer policies. The reason is that higher packet sizes can 
increase loss probability. 
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I. INTRODUCTION 

The use of RTP for interactive real-time purposes usually 
has very poor bandwidth efficiency, as the number of samples 
that can be included in a RTP packet is small, due to time 
constraints. IP, UDP and RTP headers have to be included in 
every packet, and they add 40 bytes to the packet size. In 
November 2005, IETF approved TCRTP in RFC 4170 [1] as 
“Best current practice”. Its main objective was to save 
bandwidth in scenarios where a number of RTP flows have the 
same origin and destination. The inclusion of samples from 
different flows avoids the delays derived from sending a big 
number of samples of one call in the same packet. 

IETF has also defined some header compression protocols, 
like CRTP, ECRTP and ROHC, which try to reduce header 
fields that are similar or have constant variations, using delta 
compression and other techniques. They have to maintain a 
“context” at the origin and the destination, and they only work 
hop-by-hop. TCRTP uses ECRTP to reduce headers, and then 
it creates a tunnel by means of PPP Mux, PPP and L2TP, 
allowing the use of end-to-end header compression. 

When there is a real-time communication between two local 
networks which have commercial Internet accesses, the 
behaviour of the routers’ buffers may have a big influence in 
the delays and losses experienced by RTP traffic. Many 
routers have a high capacity buffer which, in case of saturation, 
can add unacceptable delays. In [2] a time-limited buffer was 
suggested, which drops packets spending more than a certain 
time in it. This policy is adequate to limit end-to-end delays, 
but it has also the effect of increasing losses for big packets, as 
they have more probability of being discarded. 

TCRTP packets are bigger than RTP ones, as many flows 
are multiplexed. So we will have two effects: on one hand, 
TCRTP saves bandwidth, thus it is good for avoiding losses 

and delays. However, on the other hand, the increase in packet 
size may harm Quality of Service (QoS). 

II. MEASUREMENTS, TESTS AND RESULTS 

We have used VoIP to make a preliminary study of how 
grouping a different number of TCRTP flows modifies QoS. 
In the measurement diagram (Fig. 1) 40 calls using G729a 
codec with 2 samples per packet, are sharing the same link 
between two extremes. We will study the variation on ITU’s 
R-factor [3] with different values of k, which is the number of 
multiplexed flows of a TCRTP tunnel, and l, the number of 
tunnels, satisfying the equation l x k = 40 calls. 

First, a testbed is used to send both desired and background 
traffic through the same 2 Mbps link, using two different 
buffer policies: high capacity buffer and time-limited buffer. 
The background traffic distribution is: 50% of the packets are 
of 40 bytes, 10% of them are of 572 bytes, and 40% of 1500 
bytes [4]. Table I shows the required bandwidth for different 
values of k, and also the average packet size at IP level. 

The percentage of compressed headers has been obtained 
from [5]. A binomial distribution is used to calculate the 
number of compressed headers on each TCRTP packet. 

The traffic is captured, an then a fixed network delay of 20 
ms and a lognormal distributed delay of 20 ms average and a 
variance of 5 have been added offline [6]. Playout buffer 
delays (40 ms) and losses are finally added. 

Fig. 2 shows the R-factor obtained for different values of k, 
using a high capacity buffer. Its behaviour is good until the 
bandwidth limit is reached, and then it falls dramatically. In 
this case, the best behaviour is obtained using k= 40 and k= 20. 

 

 
Figure 1. Measurement diagram. 

 
TABLE I 

AVERAGE PACKET SIZE AT IP LEVEL (IN BYTES), AND BANDWIDTH (IN KBPS) 

l x k 1 x 40 2 x 20 4 x 10 5 x 8 8 x 5 No mux 

avg. packet size (bytes) 1073 549 287 234 156 60 

Bandwidth (kbps) 429 439 459 469 499 960 
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Fig. 3 is similar to Fig. 2, but we have used a time-limited 
buffer, which discards packets that spend more than 80 ms on 
it. The advantage of this buffer policy with respect to the high 
capacity one is that the slope of the curves is lower, so an 
acceptable conversation quality (R > 70) can be achieved with 
more background traffic. The behaviour of simple RTP is very 
bad for these values of background traffic, as offered traffic is 
over the bandwidth of the link. The graph of 40 RTP flows (no 
multiplexing) has also been included. 

To clarify, we have included the most interesting values of 
Fig. 3 in Table II, i.e. the ones for 1500 and 1600 kbps of 
background traffic: the best behaviour is obtained with l = 2 
flows of k = 20 multiplexed calls, which is very similar to l = 
4 flows of k = 10 calls. 

Fig. 4 shows the percentage of improvement in R-factor that 
can be obtained by multiplexing, respect to the values 
obtained with simple RTP. This figure illustrates the fact that 
multiplexing all the calls in a single tunnel is not always the 
best solution. It depends on buffer policies. 

On one hand, multiplexing all the calls in one tunnel (k = 
40), will save more bandwidth than any other solution. But, on 
the other hand, packets will be bigger, so the probability of 
being discarded by the buffer increases. 

It may also be noticed that the use of big values of k helps to 
save background traffic from being lost. As it can be seen in 
Fig. 5, the bigger the number of multiplexed calls, the smaller 
the packet loss percentage for background traffic. So there is a 
tradeoff: if we want to prioritize voice traffic, we will have to 
use the value of k that maximizes R-factor. But if we want to 
save bandwidth, we will multiplex all the calls, achieving the 
best performance for background traffic. 
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Figure 2. R-factor for different values of k with high capacity buffer. 
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Figure 3. R-factor for different values of k with time-limited buffer of 80 ms. 

TABLE II 

VALUES OF R FOR 40 FLOWS MULTIPLEXED WITH DIFFERENT VALUES OF K 

l x k 1 x 40 2 x 20 4 x 10 5 x 8 8 x 5 No mux 

BG. 1500 kbps 72,44 77,01 75,54 74,26 69,99 52,39 

BG. 1600 kbps 67,51 72,46 71,16 69,74 65,44 49,78 
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Figure 4. Percentage of R-factor improvement with respect to 40 RTP flows 
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Figure 5. Percentage of background packet loss with different values of k 

 

Our group is currently working in a dynamic algorithm, 
capable of calculating the value of k in order to obtain the best 
performance in each case, taking into account the kind of 
traffic, the buffer policies and time constraints. 
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