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Speech Reinforcement System for Car
Cabin Communications
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Abstract—A speech reinforcement system is presented to im-
prove communication between the front and the rear passengers in
large motor vehicles. This type of communication can be difficult
due to a number of factors, including distance between speakers,
noise and lack of visual contact. The system described makes use
of a set of microphones to pick up the speech of each passenger,
then it amplifies these signals and plays them back to the cabin
through the car audio loudspeaker system. The two main prob-
lems are noise amplification and electro-acoustic coupling between
loudspeakers and microphones. To overcome these problems the
system uses a set of acoustic echo cancellers, echo suppression
filters and noise reduction stages. In this paper, the stability of
a speech reinforcement system is studied. We propose a solution
based on echo cancellers and residual echo suppression filters. The
spectral estimation method for the power spectral density of the
residual echo existing after the echo canceller is presented along
with the derivation of the optimal residual echo suppression filter.
Some results about the performance of the proposed system are
also provided.

Index Terms—Acoustic echo cancellation, noise reduction, post-
filtering, speech enhancement, speech reinforcement.

I. INTRODUCTION

SPEECH communication among passengers in large motor
vehicles can be difficult due to the high noise level present

inside the car, the distance among passengers, the lack of visual
contact between speaker and listener, the use of sound absorbing
materials to quiet the cabin, and many other factors. All of these
barriers make passengers raise their voices, move out of their
normal seating positions, and even more dangerous, distract the
driver.

A speech reinforcement system can be used to facilitate
communication among passengers inside a car. The goal of
a speech reinforcement system is to deliver the voice of a
speaker to listeners with sufficient clarity to be understood.
The system proposed in this work uses a set of microphones
mounted overhead in the cabin to pick up the speech of each
passenger. Afterwards, those signals are amplified and played
back into the cabin through the car audio loudspeaker system
[1]–[3].

There are two main problems with this system.
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1) As the distance between loudspeakers and microphones is
relatively small, microphones pick up the signal radiated
by the loudspeakers which is the origin of acoustic echo.
Due to the amplification stage between the microphones
and the loudspeakers, there will be acoustic feedback
paths that can become unstable. The electro-acoustic cou-
pling between loudspeakers and microphones causes the
system to emit annoying high intensity oscillations (or
howling) before becoming unstable.

2) The microphones of the system pick up the speech of each
passenger as well as the noise inside the cabin. The noise
from the engine, wind or road is amplified by the system
along with the speech signal and played back into the
cabin, thereby increasing the noise level inside the cabin.

Acoustic echo cancellers (AEC) [4] are widely used to over-
come the electro-acoustic coupling between loudspeakers and
microphones. They consist of an adaptive filter parallel to the
loudspeaker-enclosure-microphone (LEM) path and many algo-
rithms can be used to update the filter taps [5].

Nevertheless, to obtain sufficient echo attenuation and quality
of the output signal, the system presented in this paper uses an
echo suppression filter (ESF). Several techniques have been
proposed for further echo attenuation using residual echo re-
duction filters [6]–[8]. Unlike these methods, the ESF must
ensure stability in this closed-loop reinforcement system in
addition to further residual echo attenuation. Hearing aid sys-
tems are also examples of closed-loop reinforcement systems.
However, some of the solutions used to reduce acoustic feed-
back in hearing aids are not useful for speech reinforcement
inside vehicles. Methods such as adaptive notch filters are
only effective if the feedback path is relatively narrowband
[9]. Noncontinuous adaptive methods [10] can make the system
become unstable since the LEM path in the speech reinforce-
ment system changes faster than the feedback path in hearing
aids. Other authors have proposed the use of probe noise [11]
but this has been known to annoy passengers.

There are many techniques based on one or two channels that
are used to reduce noise in the microphone signal. These include
power spectral subtraction, spectral amplitude subtraction, and
Wiener filtering or adaptive noise cancellation [12]. However
single microphone solutions are preferred by manufacturers in
order to reduce costs. Thus, a single microphone method is used
here to increase the SNR of the output signal based on the op-
timal Wiener solution.

Recent studies attempt to combine the tasks of echo control
and noise reduction. Several structures have been proposed for
this purpose [13], [14]. The cascaded structure derived from op-
timal filtering is used in this system along with a post-filter to
reduce the residual echo before the noise reduction stage.

1063-6676/$20.00 © 2005 IEEE
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The solution proposed in this paper makes use of a set of echo
cancelers (one for each loudspeaker-microphone pair) and one
echo suppression filter for each channel that performs further
echo attenuation to ensure the stability of the system. A study
about the stability of the system and the discussion about the op-
timal echo suppression filter are presented in this work. In order
to avoid noise amplification, the system uses a noise reduction
filter based on Wiener optimal filtering theory.

There are two reasons to minimize the overall delay of the
system. The first one is due to the Hass effect [15]. The sound
coming from the direct path and the reinforced speech coming
from the loudspeaker must be fully integrated to maintain intel-
ligibility. The second reason to minimize the delay of the system
is because the speaker would hear his or her own voice delayed
and amplified. Even if there was a perfect solution to the echo
problem, the gain of the system would be limited due to this ef-
fect, depending on the delay of the system and the size of the
car.

The paper is organized as follows. A brief description of the
system is given in Section II. The electro-acoustic coupling
problem is considered in Section III and in the Appendix. A
discussion about the noise reduction filter (NRF) is included
in Section IV. In Section V, implementation issues relating to
the echo suppression filter and noise reduction filter are dis-
cussed. Performance measures and results will be presented in
Section VI. Finally, in Section VII we present the conclusions
along with a summary of the paper.

II. SYSTEM OVERVIEW

Full communication inside a car requires at least a
two-channel system. One channel carries the speech signal
of the rear passengers to the front part of the car and the other
channel carries the speech signal of the front passengers to the
rear seats. In a three-row vehicle, a three-channel system would
be the most appropriate, with one set of microphones and one
set of loudspeakers for each row of seats. A block diagram of a
two-channel reinforcement system is shown in Fig. 1.

In a two-channel car cabin communication system, each
channel must have two acoustic echo cancellers, an echo sup-
pression filter, a noise reduction filter and the amplification
stage. Each channel in a car cabin communication system is
a mono channel although the car could have more than one
loudspeaker for each row of seats. The same signal is played
through several loudspeakers to avoid the problem of stereo-
phonic echo cancellation where there is no unique solution for
the echo canceller [16].

To find a practical solution to the electro-acoustic coupling
problem, a one-channel system is analyzed and the results are
applied to a two-channel reinforcement system.

III. ACOUSTIC ECHO AND FEEDBACK

A. Problem of the Acoustic Echo and the Electro-Acoustic
Feedback

Acoustic echo occurs whenever a microphone picks up the
far-end signal radiated by a loudspeaker and transmits it back
to the far-end. It is common in hands-free telecommunication
systems where loudspeakers and microphones are close together

Fig. 1. Block diagram of a two-channel car cabin communication system.

in the same room. An acoustic echo canceller (AEC) can be used
to remove the undesired echo signal. The AEC must model the
LEM path impulse response with a finite impulse response (FIR)
filter in parallel with the LEM path and subtract an echo replica
from the microphone signal. A generic AEC is shown in Fig. 2,
where is the far-end speech that goes through the LEM
path with impulse response , creating the echo signal .
This acoustic echo adds to the near-end speech and the
background noise b(n) to form the microphone signal . The
AEC is used to obtain a replica of the acoustic echo from
the far-end speech by filtering it with an adaptive FIR filter

.
There are many ways of updating the taps of the adaptive

filter . The choice of method depends on the convergence
behavior or computational complexity of the algorithm, among
other factors.

When both speakers talk at the same time (near-end and
far-end speakers), speech from the local-end can cause the algo-
rithm to produce inaccurate estimates of the impulse response
of the LEM path [17], [18]. As a result, the acoustic echo
passes through to the far end, a situation known as double-talk.
A classical solution is to detect it and freeze the coefficients of
the adaptive filter during double-talk periods.

This double-talk situation always exists in the car cabin com-
munication system because the far-end signal is an amplified
version of the near-end speech as seen in the block diagram of a
one-channel car cabin communication system shown in Fig. 3.
Since double-talk is always present, there is little benefit from
improving the cancellation precision if adaptation must be per-
formed in the presence of a signal with larger power than the
minimum mean square error [9]. For this reason we use reduced
complexity adaptive algorithms such as LMS to update the filter
weights.

Echo control by means of a traditional AEC in this system is
not enough. The estimation of the LEM path carried out by the
adaptive filter is inaccurate due to the double talk, and acoustic
echo will pass through to the amplification stage. Freezing the
coefficients of the adaptive filter can not be the solution. As the
system is always in a double talk situation, the coefficients of
the adaptive filter would always be frozen.
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Fig. 2. Diagram of a generic acoustic echo canceller.

This misestimation of the LEM path carried out by the
adaptive filter can make the system become unstable since the
transfer function of the system in Fig. 3 between the input
signal and the output signal in absence of background noise is

(1)

The difference between the transfer function of the LEM path
and the transfer function of the adaptive filter

can be significant due to double talk. Depending on the value of
the gain factor K this difference can make the denominator in
(1) approach zero.

As a result, further echo attenuation must be achieved using
a filter after the acoustic echo canceller to avoid the system be-
coming unstable.

B. The Echo Suppression Filter

Besides acoustic echo control by means of a traditional AEC,
the car cabin communication system makes use of an echo sup-
pression filter to achieve further echo attenuation. The block di-
agram of the system with the ESF and the AEC can be seen in
Fig. 4. With this ESF and with the noise reduction filter, that will
be described in Section IV, the transfer function of the system
between the input signal and the output signal
is

(2)

where is the transfer function of the ESF,
is the transfer function of the NRF, and corresponds to
the misadjustment, the difference between the echo path transfer
function and the transfer function of the adaptive filter

.
To ensure the stability of the system without increasing the

noise level inside the cabin, the optimal solution for the ESF
can be found by forcing the transfer function of the system to
be

(3)

So the optimal expression for the ESF is

(4)

Fig. 3. Diagram of a one-channel CCCS.

Fig. 4. Block diagram of a CCCS with the echo suppression filter and noise
reduction filter.

Although the NRF, , obtained from the Wiener filtering
theory, is a real valued function, using the true misadjustment
function in (4) leads to noncausal ESF. Thus, we use the mag-
nitude of the misadjustment function. This ensures stability
(see Appendix) and gives real valued functions for the ESF that
follow this expression

(5)

According to (5), the optimal ESF depends on the misad-
justment function which is unknown. We estimate the
magnitude of this function by using an estimation of the power
spectral density (psd) of the residual echo.

The residual echo can be expressed as the output of a
linear system with impulse response

(6)

when the input signal is , the output of the reinforcement
system.

Thus, the psd of the residual echo is

(7)

where is the psd of the output signal and
is the misadjustment function.

According to Fig. 4, we can obtain the psd of the output signal
from the psd of the error signal by using

(8)
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Therefore, the squared magnitude of the misadjustment func-
tion is

(9)

Substituting this value of the magnitude of the misadjustment
in (5), provides the optimal ESF

(10)

which depends on the psd of the residual echo and the
psd of the error signal . We can obtain an estimate of

since the error signal is directly accessible. However,
the procedure to estimate is more elaborate and will be
discussed in Section V.

IV. WIENER NOISE REDUCTION FILTER

Since the microphones placed on the ceiling of the cabin pick
up speech, acoustic echo, and the noise present in the cabin,
the reinforcement system must avoid increasing the noise inside
the car. In order to minimize the power of the noise before the
amplification stage, a Wiener filter, , is placed after the
ESF as can be seen in Fig. 4.

Assuming that the ESF is working properly

(11)

we can express the NRF as follows:

(12)

where is the psd of the speech signal and
is the psd of the ESF output signal .

Since the speech signal and the background noise
are statistically independent, the NRF can be defined in terms
of the psd of the background noise as follows:

(13)

The discussion about the estimation methods for both power
spectral densities can be found in the next section.

V. POWER SPECTRAL DENSITIES ESTIMATIONS

In order to obtain the expressions for the ESF, , and
the NRF, , we need to know the psd of the error signal

, the output signal of the ESF , the residual echo
and the background noise . Nevertheless, only the error
signal is directly accessible. This section includes a dis-
cussion about the methods followed to obtain the psd needed to
calculate and .

A. Error Signal Power Spectral Density

An estimate of the short-time psd of the k-th segment of the
error signal, , is obtained using the periodogram. In

order to reduce the appearance of “musical tones” a Mel scale
based frequency smoothing is performed using

(14)

where is the smoothed psd, the
psd to be smoothed and is a frequency dependent index

(15)

being the FFT length and the sampling frequency in Hertz.
The number of bins used for the averaging process in each band
depends on the index which must be selected to be large
enough to reduce the effect of “musical tones” and small enough
to maintain adequate frequency resolution. The appearance of
musical noise is due to the existence of energy in narrow and
isolated bands. This energy can be spread over broader bands
by performing this frequency smoothing.

B. Residual Echo Power Spectral Density

The procedure for estimating the psd of the th frame of
residual echo is quite elaborate since this signal is
not directly accessible.

An estimation of the psd of can be obtained from the
estimation of the power spectral densities of the error signal, the
microphone signal, and the estimated echo as described in [6],
[7]. In this paper, we present a recursive method for estimating
the psd of the residual echo from the error signal .

The LEM path can be modeled as a delay block of samples
followed by a linear filter . The delay block will model the
electro-acoustic delay of the loudspeaker to microphone path,
plus some processing delay. To compensate for this delay, the
first coefficients of the adaptive filter are set to zero.

Fig. 5 shows a simplified schematic diagram of the speech re-
inforcement system with this decomposition where is the
misadjustment function without the first null samples that are
modeled by the block and is the impulse response
of the linear filter composed of the ESF and the NRF.

Assuming stationarity over short time intervals, we want to
estimate the short-time psd of the k-th segment of L samples of
residual echo . For this we use the optimal Wiener
solution

(16)

where is the psd of the error signal and
is the cross-power spectral density of the residual echo and the
error signal for the k-th segment. We can express this short-
time cross-power spectral density as the Fourier transform of
the short-time cross-correlation function

(17)
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Fig. 5. Simplified diagram of a one-channel speech reinforcement system.

where denotes expectation of the quantity within the
brackets and denotes the n-th sample of the frame
starting at sample .

The error signal, as can be seen in Fig. 5, is composed of
the speech signal , the background noise , and the
residual echo . Assuming statistical independence between
the background noise and the rest of the components of ,
the short-time cross-correlation function of the residual echo
and the error signal, can be expressed as

(18)

According to Fig. 5, we can express the residual echo as

(19)

where .
Without loss of generality, consider the delay to be equal

to times , where is the time shift between consecutive
frames, and an integer greater than one. Therefore, the k-th
frame of residual echo depends on a previous frame
of error signal, Thus, the short-time cross-cor-
relation function of the k-th frame of the residual echo and the
error signal is

(20)

Assuming again statistical independence between the back-
ground noise and the rest of the components of

(21)

The second and third terms depend on the correlation between
different frames, which is expected to be small since speech is
not stationary. As the time of separation is long enough these
two terms can be considered negligible compared to the first

term. Therefore, the short-time cross-power spectral density of
the residual echo and the error signal, can be considered to be

. Thus, an estimation of the Wiener
filter can be obtained by using

(22)

where is the estimation of the psd of the error signal
and is the estimation of the psd of the residual echo
for the th frame.

An instantaneous estimation of the psd of the residual echo
for the next frame can be obtained from the psd of the error
signal by using the filter

(23)
where is a bias term that avoids the clipping of any
frequency to zero during the estimation of the psd of the residual
echo. Afterwards, we perform an exponential time averaging
using a forgetting factor

(24)

Finally, according to (10), this estimated psd of the k-th segment
of residual echo is used to compute the ESF using

(25)

C. Background Noise Power Spectral Density

The psd of the background noise is estimated to obtain the
NRF in a similar way as the residual echo estimation. The NRF
in (13) for the th segment can be expressed as

(26)

where is a Wiener filter that estimates the psd of the
background noise, , from the output signal of the ESF,

, and can be expressed as follows:

(27)

where is an estimation of the psd of the background
noise and is the estimated psd of the output signal of
the ESF, .

The estimation of the psd of is obtained from the instan-
taneous estimation of the psd of the residual echo, ,
defined in (23) using the following relationship:

(28)

Afterwards, a time average is performed in order to reduce the
variance of the estimation

(29)
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An instantaneous estimate of the psd of the background noise is
obtained from the psd of the signal using the Wiener filter
in (27)

(30)
where is the bias term that avoids the clipping of
any frequency to zero.

Finally, because the statistics of the background noise change
very slowly over time, noise can be considered fairly stationary
compared to speech [6]. Thus, an exponential time average is
performed using a forgetting factor close to one

(31)

After estimating the psd for the k-th frame of background
noise, it is used to compute the NRF

(32)

VI. PERFORMANCE MEASURES AND RESULTS

To evaluate the performance of the reinforcement system pre-
sented here, a one channel system was implemented and tested
using a real loudspeaker-enclosure-microphone path impulse
response measured in a car. The sampling rate was 8 kHz and the
length of the impulse response was 650 coefficients. An adap-
tive filter of 350 coefficients was used with a delay line of 50
samples ( samples according to Fig. 5). The length of
each frame was samples and a time shift of
samples was used to keep the overall delay below a few mil-
liseconds. For the Mel scale based frequency smoothing in (14)
and (15), and the FFT length, N, was 128 points.

The simulation setup is shown in Fig. 6. In this diagram,
is the speech signal to be amplified, is the background
noise, is the microphone signal (composed of speech, noise
and echo) and is the estimated speech signal that will be
amplified by the system becoming , the output signal.

Intermediate signals are also generated to be able to perform
useful measures. These include , the acoustic echo signal,
and , the residual echo signal which is the difference be-
tween the echo signal, , and the estimated echo.

These intermediate signals along with the speech signal, ,
and the background noise, , are filtered with several copies
of the post-filter. The post-filter is composed of the echo sup-
pression filter and the noise reduction filter with an equivalent
transfer function . This allows us to compute performance
measures such as the speech reinforcement, the echo attenua-
tion, or the signal to noise ratio improvement. Thus, each com-
ponent of the microphone signal, the acoustic echo, and the
residual echo can be processed separately.

The indexes presented here were obtained during double-talk
periods, detected by a simple energy voice activity detector
(VAD in Fig. 6) operating on the noise free speech signal
using 30 ms long frames.

Several noise free phonetically balanced sentences were used
for the simulations. These sentences belong to the ALBAYZIN

Fig. 6. Simulation setup for performance measure.

speech database [19]. This corpus is a Spanish spoken database
designed for speech recognition purposes. An equal number of
male and female speakers were chosen.

The acoustic echo power reduction is measured using the
echo-return loss enhancement (ERLE) defined as

(33)

where is the acoustic echo signal and is the residual
echo signal (the output of the filter composed of the ESF and the
NRF when the input is the residual echo existing after the AEC,

).
The feedback stability margin (FSM) was used to calculate

how close the reinforcement system is to becoming unstable. To
compute this index, the open loop echo gain (OLEG) must be
obtained first. The OLEG is the gain of the system in open-loop
operation considering only the echo signal

(34)

Without the acoustic echo canceller and the ESF, the maximum
attainable gain value is for the LEM path impulse
response used in the simulations. Higher values of make the
system become unstable. The maximum value of OLEG is

(35)
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Thus, the feedback stability margin is defined as

(36)

As this value approaches zero, the system is closer to instability.
We define the speech reinforcement (SR) as the ratio of the

speech signal power gain and the maximum value of the rein-
forcement that could be obtained without the AEC and the ESF.

The distortion was evaluated by means of the symmetric
Itakura distance [12] between the input speech signal, ,
and the output signal with a linear prediction model of 10
coefficients.

A. Echo Suppression Filter Performance

According to (23) and (24) the estimation of the psd of the
residual echo depends on two important parameters, and .

These parameters can be selected by maximizing ERLE and
SR and minimizing distortion. It would be useful to obtain ve-
hicle specific values for these parameters along with the delay
that is used before the adaptive filter. That is, it is expected that
the best performance of the speech reinforcement system would
be obtained after tuning the system for each car. Nevertheless it
can be useful to show some simulation results corresponding to
different situations (different types of speech, noise and cars) in
this section.

Four different impulse responses have been used for these
simulations. Two impulse responses corresponding to a medium
size car (the first one, from the front loudspeakers to the rear
microphones and the second one, from the rear loudspeakers to
the front microphones), and the other two, corresponding to a
large size car (front-rear and rear-front).

The first parameter to be studied is the forgetting factor
used for the exponential time average made over the instanta-
neous estimates of the psd of the residual echo.

Fig. 7 shows the SR and the ERLE along with the symmetric
Itakura distance between and as a function of the time
constant .

Defining the time constant as , values
of equivalent to time constants between 10 ms and 30 ms are
the best ones to maximize echo reduction and speech reinforce-
ment minimizing distortion as can be seen in Fig. 7.

The second parameter, , is the bias term used in the instan-
taneous estimation of the psd of the residual echo, in order to
avoid the clipping of any frequency to zero. Maximizing ERLE
and SR and minimizing distortion, we set this parameter around
0.3 as can be seen in Fig. 8.

In Fig. 9, the ERLE is plotted as function of the gain factor
with the ESF and NRF, without the NRF and without NRF and
ESF. The ERLE is more than 10 dB higher with the ESF and
NRF than only with the AEC which implies an improvement
in the FSM. The FSM decreases as the gain factor increases,
unlike the SR that increases with . Fig. 10 shows the evolution
of the FSM and the SR as a function of the gain factor . As
expected, the system is closer to instability as SR increases (as
indicated by the FSM). From the simulation experiments, we
found that it is possible to obtain SR values around 6 dB with
a FSM greater than 6 dB, and SR around 12 dB with a FSM of

Fig. 7. ERLE, SR, and symmetric Itakura distance over different values of � ,
evaluated with four different impulse responses.

1 dB. To obtain these values of SR and FSM the gain factor
must be between 2 and 5.

B. Noise Reduction Performance

The parameter (bias term) used for this simulation was
0.3 and the forgetting factor as mentioned in Section V-C
was chosen close to 1 (0.9995). Several indexes were used to
analyze how the NRF performs enough noise reduction to avoid
increasing the noise level inside the cabin.

• The noise attenuation defined as the ratio of the
input noise power to the output noise power

(37)

Two different measures were made using this index, the
noise attenuation during silent frames , and noise
attenuation during speech frames .
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Fig. 8. ERLE, SR, and Itakura distance over different values of � , evaluated
with four different impulse responses.

Fig. 9. ERLE evolution over different values of the gain factor K , with the
ESF and the NRF (solid line), with (dotted line) the ESF and without the ESF
and NRF (dash-dot line).

Fig. 10. Speech reinforcement and feedback stability margin.

• The speech attenuation , defined as the ratio of the
input speech power to the output speech power

(38)

• The improvement of the segmental signal to noise ratio
defined as the difference between the output SNR and the
input SNR (both measured as segmental SNR)

(39)

where is the output segmental SNR

(40)

and is the input segmental SNR

(41)

Several noises were added to noise free speech signals to
evaluate the performance of the noise reduction filter. Three
different situations were considered, car stopped with the en-
gine on, town traffic and car noise recorded while driving on a
highway.

In Fig. 11, the mean values of , , and
are plotted as functions of the input SNR. These

measures do not vary significantly for different values of the
input SNR except that ranges from 25 dB to 30 dB for
input SNR ranging from 0 dB to 20 dB. During speech frames
the NRF presents a NA around 17 dB while the SA is around
10 dB. This increases the signal to noise ratio around 6 dB as
can be seen in the segmental signal to noise ratio improvement
shown in Fig. 11. As also seen in Fig. 11, during silent periods,
the NA is above 27 dB when the input SNR is above 10 dB.
Thus, the speech reinforcement system will not increase the
noise level inside the cabin what could be very annoying for
the passengers. Considering different noise conditions (car
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Fig. 11. Mean noise attenuation during silent frames (dotted line),
noise attenuation during speech frames (dashed line), speech attenuation
(dashed-dotted line) and segmental signal to noise ration improvement (solid
line) as functions of the input SNR.

stopped with the engine on, town traffic and highway noise)
with different noise and speech samples, the standard deviation
of the indexes presented in Fig. 11 is less than 2 dB.

C. Speech Reinforcement Evaluation

Several simulations were carried out to evaluate the speech re-
inforcement achieved with the car cabin communication system
proposed in this paper.

We considered two situations and compared the output sig-
nals. The first was a speech reinforcement system without pro-
cessing, only an amplification stage between the microphone
and the loudspeaker. In this situation, the maximum gain factor

that ensures stability is around 0.4, although the quality of
the output speech is very poor due to the appearance of strong
tonal components (howling). Smaller values for the gain factor

must be used in order to improve the quality of the output
signal. A gain factor was used. The second situation
was the speech reinforcement system presented in this work,
with the AEC, ESF, and NRF. In this case, the gain factor used
to obtain the output signal was 4.0 for the set-up considered.
Greater values of can be used but distortion with gain fac-
tors greater than 5.0 can make the output signal sound uncom-
fortable, the system is about to become unstable and howling is
present, the speech sounds as being said into a rain barrel with
a lot of reverberation. In both situations, an input SNR around
12 dB was used by adding real car noise recorded inside a car
while driving on a highway to a noise free speech signal.

In Fig. 12, two segments of speech are plotted. The first one
was obtained at the output of a speech reinforcement system
without echo control and noise reduction (top). The second one
was obtained at the output of the proposed reinforcement system
(bottom). Fig. 13 shows the end of a speech segment and the
beginning of a silent interval. The improvement in speech rein-
forcement using the AEC, the ESF and the NRF is quite signif-
icant with no amplification of the noise in the silent intervals.

Fig. 12. Example of output speech signals. Reinforcement system without
processing and maximum gain (K = 0:35) (top) and proposed speech
reinforcement system with K = 4:0 (bottom).

Fig. 13. Example of output speech signals during silent intervals.
Reinforcement system without processing and maximum gain (K = 0:35)
(top) and proposed speech reinforcement system with K = 4:0 (bottom).

To show the spectral alteration of the original signal after
passing through the reinforcement system, Fig. 14 illustrates the
ratio between an estimate of the psd of the output signal of the
proposed system with , and the psd of the original
signal. The SNR of the original signal was around 12 dB and
the time duration of the input sentence was 10 s. This ratio is
around 15 dB in most of the system bandwidth. The gain of the
system in the lower bands is negative due to the level of noise
present in this frequency region and the upper bands are also at-
tenuated because of the anti-aliasing filters of the system falling
near 3.7 kHz. This plot shows the frequency dependence of the
SR index defined in Section VI for .

D. Intelligibility Test

The main purpose of the speech reinforcement system for cars
is to improve communications among passengers. Therefore,
the intelligibility inside the car must be increased by using this
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Fig. 14. Frequency dependence of the speech reinforcement index for K =
4:0.

car cabin communication system. Speech intelligibility depends
on many factors such as the characteristics of the talkers and lis-
teners, the speech material and the properties of the transmission
room (reverberation time, signal to noise ratio, distance from
the source, etc.) [20]. In order to measure the intelligibility in-
side a car for different situations, the Speech Transmission Index
(STI) has been considered [21]. This index ranges from 0 to 1
and values below 0.6 can be considered as fair (down to 0.45),
poor (from 0.3 to 0.45) or bad (below 0.3), meanwhile values
from 0.6 to 0.75 can be considered good and above 0.75 excel-
lent [22].

The STI is a physical characteristic of a sound transmission
channel which is based on the Modulation Transfer Function
(MTF) concept [21]. The MTF has been successfully applied to
measure the speech intelligibility. It reflects the effect of rever-
beration and also the presence of ambient noise. The concept be-
hind MTF is to measure the reduction of the modulation index
of the intensity envelope of a signal recorded at the listener’s
position relative to that of the original signal. A synthetic signal
has been used which consists of a speech shaped noise modu-
lated by low frequency sine waves.

To evaluate the STI in the context of the proposed speech
reinforcement system, different situations have been considered
corresponding to four different setups defined in Table I. The
delay between de direct path and the reinforced speech is around
7 ms.

The evaluation has been carried out for different values of the
gain factor and for different signal to noise ratios. The values
of STI used as reference are the ones that would be obtained for
a communication inside a car without a speech reinforcement
system.

Table II shows the values of the STI obtained for different
values of , for all the defined setups with a segmental signal
to noise ratio of 10 dB at the microphone position. The gain
factor ranges from 0.35 to 3.0. Higher values of do not
increase STI and values above 4.0 can decrease it because of
the appearance of howling in the reinforced speech. Car noise
recorded while driving on a highway was added to the test signal

TABLE I
SETUP DEFINITION FOR THE INTELLIGIBILITY TEST

TABLE II
STI FOR SEGSNR = 10 dB AND 20 dB OF SNR DEGRADATION BETWEEN

MICROPHONE POSITION AND LISTENER POSITION

TABLE III
STI VARIATION WITH THE INPUT SNR FOR THE PROPOSED SYSTEM (K = 3:0)

to perform the evaluation. The degradation of the signal to noise
ratio between the microphone position and the listener position
was around 20 dB. The reference value of the STI for this con-
figuration was 0.56.

It can be observed how STI increases when a speech rein-
forcement system is used. The need for the whole system can
be seen in the last row of Table II when high levels of reinforce-
ment are required.

The values of the STI achieved with the speech reinforcement
system proposed in this paper are shown in Table III for different
values of the input segmental signal to noise ratio measured at
the microphone position. The gain parameter of the system was

and setup D was used.
The evolution of the intelligibility improvement achieved

with the proposed system as a function of the
segmental SNR at the microphone position for different values
of the SNR degradation between the microphone position
and the listener position, is shown in Fig. 15. This improve-
ment is obtained as the difference between the STI measured
using the speech reinforcement system and STI
without the reinforcement system , divided by :

.
From Fig. 15, it can be concluded that the improvement of

the STI achieved with the speech reinforcement system is very
important when the degradation of the sound coming from direct
path is high.

E. Two-Channel Real-Time Implementation

In addition to evaluating the system by means of simulation,
a two channel real time system was built in a dual high-perfor-
mance floating point DSP board according to the block diagram
shown in Fig. 1. It was tested in medium and large size cars. In
this real time system, the bandwidth of the speech signal was
extended to 8 kHz, so we used a sampling frequency of 16 kHz.
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Fig. 15. Evolution of the STI improvement as a function of the input segmental
SNR at the microphone position for different values of the SNR degradation
between the microphone position and the listener position.

Fig. 16. Average psd of the recorded signal with (solid line) and without
(dashed line) the reinforcement system. The car was stopped and the engine off.

The gains ( and ) of each channel can be controlled man-
ually by the passengers but they also depend on the speed of the
car and are automatically modified by the system.

A speed dependent variable is added to the gain
factor selected by the user. The value of this variable varies lin-
early with speed up to 80 km/h and ranges from 0 (when the car
is stopped) to 0.32 (when the speed of the car is 80 km/h). From
80 km/h it becomes constant and equal to 0.32. This increase in
the gain factor is not instantaneous but time averaged in order
to avoid sudden changes in the gain factor according to

(42)
Four directional microphones were mounted on the overhead

of the cabin to pick up the speech of each passenger (two in the
front and two in the rear). The microphone signals from the front
are added and played back by the rear loudspeakers and the rear

Fig. 17. Average psd of the recorded speech signal with (solid line) and
without (dashed line) with the car stopped and the engine on.

microphone signals are also added and played back by the front
loudspeakers. To measure the speech reinforcement achieved
with this two-channel real-time system, several recordings were
made in a large size vehicle under different test conditions. We
recorded the output of the rear loudspeakers with a microphone
placed 50 cm away from one of the rear loudspeakers, while
several sentences were played with a loudspeaker placed in
the position of the driver’s head. For these recorded signals,
the average psd was computed using the Welch method. These
estimates were computed using a Hanning window, a 512 point
FFT and an overlap of 50% on speech segments of 5 s. Fig. 16
shows the average psd of the speech reinforcement system
output when the system is OFF (dashed line) and when the
system is ON (solid line). The car was stopped and the engine
was off. These are the worst conditions for the stability of the
system because during silent segments of the speech input,
there is no signal to drive the system.

Fig. 17 shows the same experiment with the engine ON. There
is no sound reinforcement in the low frequency region, which
contains most of the engine noise power. The reinforcement in
both situations (engine ON and OFF) ranges from 10 to 15 dB
in the frequency region between 300 Hz and 4 kHz, where most
of the speech power is allocated.

Estimates of the speech reinforcement obtained with and
without the engine ON are plotted in Fig. 18. The difference
between both situations is not significant. In the frequency re-
gion from 300 Hz to 4 kHz, the average speech reinforcement is
around 15 dB. Thus, these measures show that the two-channel
real time implementation and the one-channel simulator have
similar performance in the frequency region between 0 to
4000 Hz.

We performed informal tests under several conditions, dif-
ferent speeds ranging from 50 km/h to 120 km/h, different road
types, etc. At high speeds and poor road conditions, speech in-
telligibility is highly degraded and the use of this reinforcement
system really improves the communication among the passen-
gers without amplifying the noise and avoiding the appearance
of howling.
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Fig. 18. Estimated speech reinforcement with the engine on (solid line) and
the engine off (dashed line).

VII. CONCLUSION

A speech reinforcement system is presented which improves
communication among the passengers in vehicles by picking up
the speech of each passenger, amplifying it and playing it back
into the cabin through the loudspeakers of the car. Acoustic
echo cancellation is needed to avoid howling and ensure the sta-
bility of this feedback acoustic system. Continuous double-talk
degrades the performance of the acoustic echo cancellers so
further echo attenuation is needed to avoid instability. The
echo attenuation is performed by using a filter placed after
the acoustic echo canceller that is designed to ensure stability
avoiding distortion. A noise reduction stage is also needed to
avoid increasing the noise level inside the car. Since the noise
is picked up by the microphones, amplified by the system and
played back into the cabin, a noise reduction filter based on the
optimal filter theory is used. The system is able to maintain
speech intelligibility levels of good and excellent for a wide
range of noise levels and speech attenuation.

In this paper, we derive the optimal expression of the echo
suppression filter. We also show that a real valued function
should be used to maintain stability. The estimation of the echo
suppression filter is performed by using the estimations of the
psd of the residual echo.

Simulation results show that speech reinforcement around
15 dB can be achieved, ensuring stability. A noise reduction of
7 dB is obtained, measured over voiced speech segments and a
noise attenuation greater than 25 dB in silent segments.

A real-time two-channel implementation was also presented.
Several tests on medium and large size cars shows that it is
possible to achieve speech reinforcement over 15 dB with low
distortion and without howling even under unexpected changes
in the acoustic environment such us passengers movements or
doors openings.

APPENDIX

In this Appendix we show that the best option to obtain a real
valued function for the ESF from (4) that ensures stability is

substituting by its modulus. The misadjustment func-
tion used in (4) is unknown and must be replaced by its estimate
in a practical system. First, we will assume that we are able to
get a good estimate of the modulus of the misadjustment func-
tion but there can be unbounded errors in the estimated phase of
the misadjustment. Thus, the estimated misadjustment is

(A1)

while the true misadjustment is

(A2)

Substituting (A1) and (A2) in (2) and (4) we obtain

(A3)
Denoting the denominator in (A3) as

(A4)

it must satisfy to ensure stability avoiding distor-
tion. Nevertheless, this can only be met if we are able to ob-
tain what is not possible in practice. In order to
avoid the system to become unstable we must ensure that the
squared modulus of the denominator of the transfer function of
the system

(A5)

is never equal to zero. The third term in (A5) is never
smaller than zero, so can only approach zero if
the second term in (A5) is negative, and this never happens if

. To avoid the denominator in (A3) ap-
proach zero we choose what makes the second term
in (A5) always positive and the squared modulus of
always greater than 1 what ensures the stability of the system.

Finally, if we assume that the magnitude of the misadjustment
estimation is inaccurate and we choose , that is

(A6)

the transfer function of the systems becomes

(A7)
Thus, to ensure the stability of the system, we must avoid the
denominator in (A7) become equal to zero. This sets an upper
limit for the gain factor depending on the magnitude of the
misadjustment, , and the error in the estimation of the
magnitude of the misadjustment, .
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