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This work presents a study of RTP multiplexing schemes, which are compared with the
normal use of RTP, in terms of experienced quality. Bandwidth saving, latency and packet
loss for different options are studied, and some tests of Voice over IP (VoIP) traffic are car-
ried out in order to compare the quality obtained using different implementations of the
router buffer. Voice quality is calculated using ITU R-factor, which is a widely accepted
quality estimator. The tests show the bandwidth savings of multiplexing, and also the
importance of packet size for certain buffers, as latency and packet loss may be affected.
The customer’s experience improvement is measured, showing that the use of multiplexing
can be interesting in some scenarios, like an enterprise with different offices connected via
the Internet. The system is also tested using different numbers of samples per packet, and
the distribution of the flows into different tunnels is found to be an important factor in
order to achieve an optimal perceived quality for each kind of buffer. Grouping all the flows
into a single tunnel will not always be the best solution, as the increase of the number of
flows does not improve bandwidth efficiency indefinitely. If the buffer penalizes big pack-
ets, it will be better to group the flows into a number of tunnels. The router processing
capacity has to be taken into account too, as the limit of packets per second it can manage
must not be exceeded. The obtained results show that multiplexing is a good way to
improve customer’s experience of VoIP in scenarios where many RTP flows share the same
path.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

The use of the Internet for multimedia transmission is
growing as bandwidth increases. Many of these new

services, like Voice over IP (VoIP), videoconferencing,
online gaming, etc. have very stringent real-time require-
ments, so network impairments may affect the interactiv-
ity of the service. For example, IP telephony customers
expect the service to have the same interactivity as tradi-
tional telephony. As the use of IP telephony is growing,
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and best-effort networks without real-time delivery guar-
antees are often used, there is a concern regarding the
quality perceived by the users of these services.

RTP is the most used protocol for real-time media trans-
port. It has many profiles, and it is able to carry voice with
different codecs, video and other real-time services. Due to
real-time requirements, multimedia information has to be
fragmented into small pieces of information, which are



1894

then transported into RTP packets using a small period.
This fact implies that the overhead can be significant if
the information carried by a packet is only a few tens of by-
tes, decreasing bandwidth efficiency. For example, a voice
codec like G.729a can significantly compress information,
generating a 10-byte sample every 10 ms. Thus, if two
voice samples are included into an RTP packet, it will have
20 bytes of information, plus 40 bytes corresponding to
IPv4/UDP/RTP headers. As a result, only one third of the by-
tes will carry voice information. Of course, if IPv6 is used,
the efficiency becomes even worse.

There exist certain scenarios in which many RTP flows
share the same path (Fig. 1): for example, a number of
computers of the same office may use a PBX located at
the data center of an enterprise; or different hosts of two
offices of a SME (Small and Medium Enterprise) can estab-
lish simultaneous calls from one to the other. If this path
includes the access network, which is normally a bottle-
neck, the deployment of solutions to reduce this overhead
can be interesting. Two of them are header compressing,
and grouping more samples into a single packet.

With regard to header compression, some schemes
have been proposed, as we will see. They use a “context”
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shared by the sender and the receiver, which includes
the protocol fields that are the same on every packet. As
different flows can share the same origin and destination,
each compressed packet has to include a Context Identifier
(CID). The protocol also uses delta compression for the
fields that increase from one packet to the next. Logically,
this compression has to be applied in a hop-by-hop way.

Overhead can also be avoided by placing multiple sam-
ples into one packet [3], so as to increase the number of
samples that share the same header. This can be achieved
by bundling more voice samples of the same flow into a
single packet (Fig. 2a), but this has a counterpart: each
added sample will increase the packetization delay in the
sender. There also exists the possibility of multiplexing
samples of different conversations into the same RTP pack-
et (Fig. 2b). This solution sends the same number of sam-
ples with the same frequency, so packetization delay is
not increased. But it may add other delays which have to
be studied.

RTP multiplexing combines these two techniques:
header compressing, and bundling multiple samples into
the same packet, but it has some disadvantages, i.e. new
delays and processing charge. Multiplexing reduces the

Fig. 1. RTP flows sharing the same path.
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Fig. 2. (a) Bundling packets from the same flow. (b) Multiplexing packets from different flows. Discontinuous lines represent added delays.

number of packets per second (also denoted as pps), but it
increases the average packet size. This effect has to be ta-
ken into account, as the buffer of the router has a big influ-
ence on the delays and losses of RTP packets and certain
implementations may penalize big packets.

The motivation of this work is to study the effect of
multiplexing on the quality perceived by the users of
real-time services. The buffer has a central role, as its
behavior has a decisive effect on the parameters that
mainly define the quality, i.e. delay and packet loss, and
multiplexing can codify these parameters.

In this paper we have selected VolIP to test RTP multi-
plexing. The first reason is that it is a very common service
for which multiplexing can be a good improvement, as
there are scenarios where many voice flows share the same
path. Other reasons for using VoIP are the very stringent
time requirements it has, which makes it interesting the
study of delays, and the small size of RTP voice packets,
which may imply a big gain when multiplexing. Finally,

the existence of a widely accepted quality estimator, like
ITU R-factor [4] which, based on latency and packet loss
parameters, makes it easier to evaluate the improvements
that can be achieved.

This paper is organized as follows: Section 2 discusses
the related works about RTP multiplexing proposals and
uses. The problem of sizing the router buffer is also issued.
An analytical study of RTP multiplexing is presented in
Section 3. The test methodology and the most significant
parameters are presented in Section 4. The next section
covers the measurements and tests. Section 6 discusses
the obtained results, and finally the conclusions of the
present work are presented.

2. Related works

In this section we will summarize the state of the art of
the main issues considered in this work. Header
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compressing standards and RTP multiplexing will be sum-
marized, and also some uses of multiplexing. Finally, we
will talk about the problem of sizing router buffers and
its relationship with this work.

2.1. RTP multiplexing proposals

The problem of IP overhead was tackled many years
ago. VJHC [5] was the first deployed standard in order to
reduce TCP/IP overhead. Some years later, IPHC was de-
fined [6]. CRTP [7] was based on IPHC, and it was able to
compress IP/JUDP/RTP headers. ECRTP [8] introduced some
extensions in CRTP in order to enhance its behavior in sce-
narios with high packet loss, packet reordering and long
delays. ROHC [9] is another compressing scheme designed
to perform well in wireless and high-RTT links, as it re-
duces the impact of context desynchronization. It presents
a higher complexity than CRTP. In [10] a survey of these
standards can be found.

In 1998, the Audio/Video Transport Working Group of
the IETF met to discuss different solutions for RTP multi-
plexing. There were different points of view and many pro-
posals. Finally, IETF approved in 2005 TCRTP as RFC 4170
[11], with the category of “Best Current Practice”. This
standard does not define a new protocol, but it combines
some of them. Its protocol stack [3] can be seen in Fig. 3.
First, ECRTP compresses IP, UDP and RTP headers into a
new header. Next, PPP multiplexing is used and finally
packets are sent using an L2TP tunneling scheme. The
use of a tunnel makes it possible to use ECRTP end-to-
end, thus avoiding the need of decompressing and com-
pressing at every router of the path.

Another multiplexing option was presented by Sze et al.
[12]. It includes a number of RTP packets into a single UDP
packet. RTP headers are compressed, so context-mapping
tables are required at the multiplexer and demultiplexer
in order to rebuild the original RTP packets. This solution
was compared with TCRTP in [1].

There exist other multiplexing proposals in the litera-
ture. For example, in [13] a similar solution was proposed
but it did not include RTP header compressing. Ref. [14]
presented a system that adapts the throughput in re-
sponse to congestion; GeRM [3] proposed the idea of

including multiple RTP payloads, each one with a com-
pressed header, into a single RTP packet; Ref. [15] assem-
bles audio samples from different users into an RTP
payload, using a 2 byte MINI-Header in order to identify
each flow.

In this work TCRTP has been used, as it is an approved
standard that binds a header compressing scheme with
RTP multiplexing and tunneling. It is compared with native
RTP.

2.2. RTP multiplexing uses

Real-time applications are being widely used, and band-
width consumption is a concern for researchers. Multiplex-
ing can simultaneously reduce bandwidth and the number
of packets per second, while adding new small delays.
Based on measurements of commercial routers, Ref. [16]
discovered that, in certain conditions, the maximum call
load is bounded by the router capacity rather than the link
capacity, i.e. the number of packets per second a router can
manage is limited. So they recommended the consider-
ation of both packet and bit throughput. This conclusion
was also reported in [17].

We have found some works in the literature interested
on RTP multiplexing. Ref. [18] presents a study of an adap-
tive multiplexing system based on E-model. They mainly
use multiplexing in order to decrease the overhead caused
by IPSec.

Ref. [12] presented a system that multiplexes a number
of RTP packets into a UDP one. They also study the delays
that appear when a multiplexing scheme is used. They con-
clude that multiplexing can increase bandwidth efficiency
by as much as 300%.

Multiplexing has also been proposed in other levels. In
[19] two different systems were compared: sample appli-
cation-layer aggregation, in which many RTP samples are
included into an RTP packet, and the use of a performance
enhancing proxy at IP level, which concatenates complete
VolIP packets from multiple flows.

The present work not only considers the bandwidth
reduction achieved by multiplexing, but also evaluates
the effect of multiplexing schemes in terms of conversation
quality, taking into account router’s buffer implementation.

samples samples RTP
ECRTP ECRTP UDP
. ; IP
PPP Mux
PPP
L2TP
IP

Fig. 3. TCRTP protocol stack.
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2.3. The buffer size problem

The main objective of this article is to study the effect of
multiplexing on perceived quality. Since many users con-
nect to the Internet via an access network, the buffer of
the router has a central role, as its behavior has a decisive
effect on the parameters that mainly define the quality, i.e.
delay and packet loss. On the other hand, the scenarios we
are considering, in which a number of flows share a path,
are mainly enterprises including a number of offices inte-
grated into a central managed system. As a consequence,
the routers considered have to fit this scenario. This is
the reason why we will not consider backbone routers,
but access ones, which means that they may not imple-
ment the advanced functionalities that can be present in
high end routers: Random Early Detection (RED), a number
of queues with different priorities, etc. In contrast, the
studied buffers will only include FIFO queues.

In the last years, many studies have been published
regarding the problem of sizing the router buffer. Although
this problem has mainly been considered in the context of
backbone routers, it also has some implications for access
routers. A very complete survey of this problem can be
found in [20]. For many years, the “rule of the thumb”
for buffer sizing was the use of “Bandwidth-Delay Product”
(BDP), i.e. the buffer size should be the product of the RTT
(Round Trip Time) and the capacity of the link [21]. But in
the last years, Appenzeller et al. [22] proposed the so-
called “Stanford Model”, which reduces the buffer size by
dividing it by the square root of the number of TCP flows.
After that, there has appeared a lot of literature studying
optimal buffer sizes. Most of them are centered on the
study of the behavior of a number of TCP flows in core rou-
ters. Ref. [23] presents a comparative study of different
buffer sizes. One of them is the use of buffers of some tens
of kilobytes, which are normally called tiny buffers. Other
approach is the use of a time-limited buffer, which controls
the maximum queuing delay at the target link. In fact, it is
very similar to the limitation of buffer size, as the relation-
ship between time and size limitation is given by the band-
width. Other commercial buffers define their capacity in
terms of a maximum number of packets, instead of bytes.
In this paper we will study these approaches and the ef-
fects on perceived quality when they manage real-time
traffic, taking into account the very strict time constraints
it has, as delay is one of the parameters that determine R-
factor [24].

The use of a time-limited buffer, in which packets are
discarded if they exceed a fixed time at the buffer, is very
convenient for this scenario, because it sets an upper
bound for the delay, a very important parameter in real-
time services. When using it, packet size may have an im-
pact on the percentage of discarded packets. Big packets
are expected to be discarded in a higher percentage than
small ones, so multiplexed packets will have a higher loss
probability than native RTP ones. On the other hand, mul-
tiplexing saves bandwidth and, as a consequence, for the
same background traffic, multiplexed RTP may have better
results than native RTP.

In the present study we will use this buffer implemen-
tation (denoted as time-limited), limiting its delay to 80 ms,

comparing it with a high capacity buffer. We will consider
that a buffer has high capacity when the delay it introduces
is above the delays that can be tolerated by a real-time ser-
vice like VolIP. In this study, we will use a delay of 800 ms
in order to emulate this behavior. As we will see, this buf-
fer implementation is not adequate for real-time services.

We will study two more buffers: first, the use of a ded-
icated bandwidth for VoIP traffic; in this case, the conversa-
tion quality will not be influenced by background traffic, as
VoIP packets have an independent queue. And second, a
router which can store a fixed number of packets instead
of a fixed amount of bytes. When this buffer implementa-
tion is used, packet loss probability will no longer depend
on packet size, as we can expect to happen when using
other buffers.

These buffers are considered representative of the ones
that can be found in low or mid end access routers. Our
main objective is to know the conditions in which multi-
plexing represents a QoS improvement, taking into account
the behavior of the access router buffer.

3. Analysis of multiplexing

In this section we present an analytical study of the
influence of multiplexing on three parameters: packet size,
efficiency in terms of IP/JUDP/RTP overhead and packets per
second.

3.1. Packet size
According to Fig. 3, we can define these parameters:

CH: Common header. It is the size of the header that is
shared by the whole multiplexed packet. In TCRTP it
corresponds to IP/L2TP/PPP headers.

RH: Reduced header. It refers to the size of the reduced
header preceding the samples of each RTP flow. As the
protocol has a number of possible reduced header sizes,
we will calculate E[RH] as the expected value of header
size, taking into account the probability of having each
one.

NH: Normal header. In a native RTP packet, this param-
eter includes IP, UDP and RTP headers.

S: Samples. It corresponds to the total size of all the
voice samples included into an RTP packet.

So, the packet size for a native RTP flow is:

Psnative =NH+S (1)

Let k be the number of multiplexed flows. The expected
value of the size of a multiplexed packet is:

E[PSi fiows) = CH + k(E[RH] + S) 2)

TCRTP considers three possible header sizes: COM-
PRESSED_RTP, which is the most compressed one; COM-
PRESSED_UDP, which does not compress RTP header, and
FULL_HEADER, which does not compress at all. As we will
see [25], more than 99% of the headers are compressed, so
for simplification we will only consider here two values for
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RH. Let RH; be the size of COMPRESSED_RTP header, and
RH,, the size of COMPRESSED_UDP header.

If we define p as the probability of having a COM-
PRESSED_RTP header, then the probability of having i
COMPRESSED_RTP headers into a multiplexed packet of k
flows will have a binomial distribution, so it can be ex-
pressed as:

. kN i
priiy = (7 )pi1 - )" g

The average size of a reduced header can then be calcu-
lated as the expected value of a binomial distribution, so:

k

E[RH] — 11? S Pr(i)[RHyi + RHa (k — )] (4)

i=0

If we operate with (3) and (4), we can obtain an expres-
sion for E[RH] (5) which shows that it is independent from
k. We could have expected this, as compressing techniques
are independent of multiplexing.

E[RH] = pRH, + (1 — p)RH; (5)

So if there are more than two possible compressed
header sizes, a multinomial distribution can be used in-
stead of a binomial. If we define p; as the probability of
having header size RH;, and M as the number of possible
compressed header sizes, the expected value becomes:

M
E[RH] =" p;RH, (6)
j=0

3.2. Bandwidth saving

In order to calculate the bandwidth saving achieved by
means of multiplexing, we will next obtain the bandwidth
relationship, which we will denote as BWR, between TCRTP
and RTP. It should be noticed that, since the period is the
same, the bandwidth relationship can be calculated as
the relationship between the size of a TCRTP packet multi-
plexing k flows (2) and k non-multiplexed RTP packets,
which is the product of k and (1). So BWR will be:

E[PSifiows]  CH + k(E[RH] + S)

BWR = = 7
k - PSpative k(NH +S) 7)
If we separate (7) in two parts, we obtain:
CH
BWRyux = m (8)
_ E[RH] +S
BWRe = "Ni s ®)

We can see that BWR,,,, gets smaller as k increases, so it
mainly depends on multiplexing. As BWRgy does not de-
pend on k, it will only be influenced by the capacity of
the compressing algorithm to reduce the header, expressed
in E[RH], and the size of the samples S, which mainly de-
pends on the codec, and the number of samples per packet.

In order to have a better idea of the numerical results
that can be achieved, we have built some graphs of BWR
as a function of k, S and the probability of having a reduced
header p. The values for TCRTP using IPv4 are:

CH: 25 bytes.

RH;: 4 bytes.

RH,: 12 bytes.

NH: 40 bytes.

S: We will use 10, 20 or 30 bytes, which correspond to
codec G.729a with one, two or three samples per packet
respectively.

We have depicted BWR in Fig. 4, for S = 20 bytes, with k
ranging from 1 to 20 flows, and p ranging from 0.7 to 1. As
we will see in next sections, the value of 0.7 is very pessi-
mistic. We have also depicted BWR in Fig. 5 for different
number of samples per packet and a fixed value of
p = 0.95. Finally, Fig. 6 represents BWR for k = 10 and differ-
ent values of p.

We can extract a first conclusion from these three
graphs: TCRTP multiplexing always saves bandwidth with
respect to native RTP, as BWR is always below 1 even for
k =1 flow. The reason for this is that we are using an algo-
rithm that compresses the 40 bytes of headers for every
RTP packet, despite the 25 added bytes corresponding to
the common header.

We can extract another consequence from Fig. 4: k has a
stronger influence than p, i.e. the increase of the number of
multiplexed flows is more important than the probability
of having a COMPRESSED_RTP header.

BWR can be significantly reduced by the increase of k,
but the graphs in Fig. 5 show an asymptote determined
by the value of BWRgy. The minimum values for BWRgy
are 0.32 for S=10 bytes, 0.43 for S=20 bytes, and 0.51
for S =30 bytes. So these are the limits of bandwidth sav-
ing. In conclusion, the increase of k has an effect on BWR,
but the existence of an asymptote makes it less important
for big values of k.

For example, for S = 20 bytes, when k = 20 flows, the dis-
tance to the asymptote is only 0.04. So if we have a big
number of flows to multiplex, perhaps grouping them into
a single tunnel will not be the best solution: bandwidth
saving only grows a little, but packet size will grow signif-
icantly, and this may harm the traffic depending on buffer
and network behavior. So it would be more interesting to
group the flows into a number of tunnels. We will study
this effect in the results section.

Fig. 6 shows the influence of the compressing algo-
rithm. If there are not many FULL_HEADER transmissions,
which means that p is next to 1, then a smaller value of
E[RH] can be obtained. But we see in the fig. that this
parameter does not strongly affect BWR, as it only achieves
a small performance improvement.

On behalf of clarity, in Table 1 we have included the
bandwidth values for different numbers of RTP and TCRTP
multiplexed flows.

Table 1

Bandwidth of RTP and TCRTP at IP level in kbps.
Number of flows 5 10 15 20
RTP 120 240 360 480
TCRTP 62 115 168 221




J. Saldana et al./ Computer Networks 56 (2012) 1893-1919 1899

——
——

___ Bandwidth Relationship BWR

15 Te—
16 T —
17

. o7 prob. of reduced

19 5 header

Fig. 4. Bandwidth relationship BWR for S = 20 bytes.

Bandwidth Relationship BWR for p = 0.95 —+—5=10 bytes
——BWRrh S=10
0.9 —a—S=20 bytes
——BWRrh=20
\ —a—S=30 bytes
0.8 \\\ ——BWRrh S=30 =
) \\\\\»\
X 06
m L 3
0.3 T T T T T T T T T

1 2 3 4 5 6 7 8 9

10 1

1 12 13 14 15 16 17 18 19 20

Number of flows k
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3.3. Packets per second

Finally, we study the decrease in terms of pps that can
be achieved by means of multiplexing. As explained in pre-
vious sections, the reduction of this parameter can be
interesting depending on the processing capacity of our
router. The behavior of this parameter is quite simple:
when multiplexing, the number of packets generated is di-
vided by a factor of k, and this may be an advantage.

This gain will not affect RTCP, the protocol that works
with RTP; as said in [26], its traffic must not exceed 5% of

total RTP traffic. This is the reason why in this work we
do not consider RTCP multiplexing, i.e. RTCP will work nor-
mally between the extremes of the communication. Thus,
the number of RTCP packets will remain the same.

In Fig. 7 we present the number of packets per second
which will be generated by each of the possible distribu-
tions when multiplexing 40 RTP flows. The parameter [
represents the number of tunnels, and k is the number of
multiplexed flows of each tunnel, always with [ x k = 40.
These grouping options have been selected as a simple
manner of comparing the different possible combinations.
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We have also added a 5% of traffic corresponding to RTCP
packets, which are the same for every case, as they are
not multiplexed.

The figure shows that, logically, the lowest amount of
pps is achieved when only one tunnel is used and three sam-
ples are included in each packet (S = 30 bytes). It may also be
noticed the very high packet rate of native RTP, if compared
with multiplexing schemes. This is another advantage of
multiplexing: the significant reduction of this parameter.

The saturation of the router in terms of pps has to be
avoided, so we have to calculate the total amount of pps,
adding voice and background traffic (e.g. for a background
traffic of 1600 kbps, our traffic distribution [27] generates
290 pps), and assuring that it is not above the limit of the
router.

3.4. Multiplexing tradeoffs

As a summary of this section, we will consider the triple
tradeoff of multiplexing: bandwidth, packet size and pps
are the three parameters we can modify by the use of dif-
ferent RTP multiplexing schemes, tuning the number of
samples per packet and the distribution of the flows.

In Fig. 8 we present a diagram which includes the three
variables. We have depicted it for 40 RTP flows (a) and for 2
tunnels of 20 flows each (b).We have three limits: first, the
router has a pps limit; secondly, the connection has a hard
bandwidth limit, so these axes have a fixed limit, which
will be reduced when considering background traffic. Fi-
nally, the “packet size” axe has only the MTU limit but,
depending on the behavior of our router and network with

Packets per second

pps

Ixk

4x10

. /1 sample
q . / 2 samples
‘J‘
o —r— / 3 samples
—f

2x20 1x40

Fig. 7. RTP and RTCP packets per second as a function of the number of samples and the distribution of the tunnels.
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respect to packet size, we could be interested on small or
next-to-MTU sizes. The discontinuous triangle represents
the limit of our router and connection, taking into account
background traffic, and the solid one represents the param-
eters of the used scheme.

The decision of the RTP multiplexing scheme to use al-
lows us to adapt the VoIP traffic to our router and our ac-
cess network, avoiding the values which are next or above
the limits. If we are planning a network, we can also con-
sider RTP multiplexing in order to save money by selecting
a cheaper router, able to manage less pps, or contracting a
connection with less bandwidth.

4. Test methodology

Measurements and tests have been carried out using a
testbed [28] based on virtual machines. As said in [29],
tests can be carried out using real hardware, simulators,
testbeds or emulators. A testbed is defined as “a normal in-
stance of the system under study, (...) but it might not be
an all-aspects-scaled-down version of it”. The characteris-
tics of each test environment make it more adequate for
different purposes, but in our case we have used a testbed
in order to use real operating systems and protocol stacks:
virtual machines run Linux CentOS distribution.

Real Traffic in a testbed

Three machines have been used: the generator, the rou-
ter and the receiver, as it can be seen in Fig. 9. VoIP and
background traffic are sent from the traffic generator, and
then they go through the router which, by the use of Linux
tool Traffic Control (tc), emulates different buffers. We have
used the pfifo option in order to implement the buffer with
a fixed number of packets, and the tbf (token bucket FIFO)
option for the dedicated bandwidth, high capacity and time-
limited ones. It permits to set up different buffer sizes with
some parameters as latency limit, buffer limit or the size of
bursts. tc takes into account level-2 headers (Ethernet in
our case) to calculate bandwidth limit, so traffic amounts
have to be properly corrected. Once the traffic is captured,
network delays are added using a statistical model based
on Internet measurements, as we will see. This latency is
added offline because the testbed has a size limitation
and it is not able to emulate realistic Internet network de-
lays. Finally, the effect of de-jitter buffer in terms of delay
and packet loss is added, obtaining the final results.

4.1. Traffic generation
Background traffic is generated using D-ITG [30]. We
have used the next distribution: 50% of the packets are of

40 bytes, 10% of the packets are of 576 bytes, and the rest,
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Fig. 9. Scheme of the tests.
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40% are of 1500 bytes [27]. UDP has been used instead of
TCP, in order to avoid flow control, thus sending always
the same background traffic. VolIP traffic is also generated
using D-ITG, which permits different statistics for both in-
ter-packet time and packet size.

Multiplexed RTP traffic has to be characterized with sta-
tistical models in order to obtain a realistic behavior. Ref.
[25] presents a comparison of CRTP and ECRTP for VoIP
applications over satellite links. The obtained values
show that, for ECRTP, 97.3% of the packets have a COM-
PRESSED_RTP header, while 2.6% have a COM-
PRESSED_UDP one. The percentage of FULL_HEADER
packets is very small (0.0033%), and we will consider it
negligible, so a binomial distribution will be used as a par-
ticular case of the multinomial one.

We have modeled TCRTP’s behavior in terms of packet
size, adding the correspondent number of extra bytes for
each COMPRESSED_UDP packet, according to the binomial
distribution depending on the number of multiplexed
packets k. These extra bytes correspond to a time stamp
and an absolute IPID, which have to be updated.

For each measurement, 400 s of real traffic have been
sent in a scenario similar to the one shown in Fig. 9. Later,
the first and last 20 s have been discarded in order to get a
stationary behavior. No silence suppression has been used.

4.2. System delays

A multiplexer-demultiplexer system has to be transpar-
ent for the communication ends: the packet sent from the
origin and the packet received at the end have to be exactly
the same, so the demultiplexer needs information in order
to rebuild the original packet and deliver it to its destina-
tion. Taking this into account, we will now summarize
the different delays that have to be considered in our sys-
tem. They are illustrated in Fig. 10.

- Packetization delay (Tpacketization): It depends on the
codec. In this work we always use G.729a, which delay
is 10 ms for each sample plus 5 ms corresponding to
look-ahead time. So, e.g. if we use two samples per
packet, this delay will be 25 ms.

- Retention time (Tietention): The multiplexer has to wait
in order to receive one packet from each RTP flow. In
this study we will assume that RTP sources are con-

Tnetwork

nected to a high speed LAN, so retention time can be
considered equivalent to the time between packets, as
an upper bound (see Fig. 2). Of course, if flows were
synchronized, this time could be significantly reduced.

- Processing time in the mux/demux (Tprocess): Ref. [12]
built a software prototype of their multiplexing scheme,
running under Linux. They observed that the processing
mux/demux times caused by packet transmission and
header manipulation were below 1 ms. As the packets
are bigger when multiplexing, store & forward delay
will be slightly increased. In this work we will add
5 ms in order to take into account processing time in
the mux and demux, and also store & forward and prop-
agation times in local networks.

- Queuing delay at the origin router’s buffer (Tqyeue): The
pass from a high speed LAN to the Internet access net-
work constitutes a bottleneck that has to be taken into
account. This delay will strongly depend on the buffer
implemented at the router.

- Network delay (Tphetwork): Packet arrival times are cap-
tured after the router, and then a different network
delay is added to each packet, using a statistical distri-
bution. We have used the model proposed in [31],
which is based on the results of some global measure-
ment projects [32]. It consists of a fixed minimum delay
depending on geographical distance between the two
nodes, plus a lognormal distributed delay that is applied
to each packet. By default, we have considered an intra-
region scenario, and we have used values extracted
from [33]: 20 ms of minimum One Way Delay (OWD),
and for the lognormal distribution, the average was
20 ms with a variance of 5. Some comparatives will
use higher delays. We have not considered the network
to increase packet loss.

- Queuing delay at the destination router’s buffer: It is
considered negligible, because we are passing from an
Internet access to a high speed LAN.

- De-jitter buffer of the destination application (Tqejitter):
It adds a new delay and it also increases packet loss, as
every packet that does not arrive on time to be reproduced
will be equivalent to a lost packet. As we want to avoid the
use of a concrete implementation, de-jitter buffer losses
have been calculated using an approximation suggested
by Cole et al. in [34]:

LosSge_jitterpufer ~ P{0 > bg} (10)

RTP multiplexing > RTP: -

Fig. 10. Multiplexing scheme and delays.
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where o is the difference between OWD of consecutive
packets, b is half the buffer size, and g represents inter-
packet generation time. This approximation supposes a
static de-jitter buffer. R-factor ranges from 0 (bad quality)
to 100 (high quality). Medium quality is normally consid-
ered from R > 70. By the use of adaptive schemes, instead
of static ones, better results could be obtained. This is the
reason why in some graphs we have included values of
R-factor smaller than 70. De-jitter buffer size has been cal-
culated in each case to maximize R-factor, obtained with
the analytical expression also proposed in [34]:

R ~94.2 - 0.024d + 0.11(d — 177.3)H(d — 177.3) — I
(11)

where

Hx)=0 if x<0, else

Hx)=1 forx>=0 (12)

Is represents the equipment impairment factor. This
expression presents a knee when the delay is 177.3 ms: if
OWD exceeds this value, the quality falls dramatically.

5. Results

In this section we present the results, mainly in terms of
R-factor, OWD and packet loss. Different effects like multi-
plexing gains, the number of samples and the distribution
of the flows are studied and compared, taking into account
the four buffer implementations considered. Some effects
are only interesting when using certain buffers. We will ex-
tract some conclusions but, for clarity, we will leave some
discussion for the next section.

We have compared multiplexing schemes with native
RTP, but not with CRTP or ECRTP, because these protocols
operate link by link, so they are not adequate for our
Internet scenario. The used codec is G.729a. By default,
two samples per packet are used, but some comparatives
also include some measurements using one or three
samples.

5.1. Dedicated bandwidth

The first objective of TCRTP is bandwidth saving by
means of multiplexing and header compression. So we
have done some measurements in order to illustrate this.
First, we have studied what happens if some bandwidth
is reserved for VoIP packets. We have sent different num-
bers of RTP flows using a tc limit of 200 kbps of dedicated
bandwidth. So we can expect the system to behave well
while the VoIP bandwidth is smaller than the limit.
Fig. 11 shows R-factor as a function of the number of flows
k. It can be seen that, e.g. using native RTP with two sam-
ples per packet, only 6 flows are supported (7 flows x 29
kbps at Eth level is above the 200 kbps limit), while TCRTP
using the same number of samples supports up to 17 flows.
The overhead of the multiplexing scheme is shared by all
the flows, but in the case of native RTP the required band-

+- RTP 1 sample =& TCRTP 1 sample
R-factor | —._RTP 2 samples ~ ——TCRTP 2 samples
82 | -»-RTP 3samples  —=- TCRTP 3 samples
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Fig. 11. Comparative using 200 kbps of dedicated bandwidth.

width simply increases by a factor of k (the number of
flows).

5.2. Buffer with a fixed number of packets

Other implementation that can be found in access rou-
ters is a buffer with a fixed number of packets, i.e. instead of
having a buffer capacity measured in bytes, the limitation
is in the number of packets which can be simultaneously
stored. In the current study we will consider this buffer,
but we will set the parameters in order to have a reduced
number of maximum packets. This policy has been imple-
mented using Linux tc with the pfifo option, setting the cor-
responding parameter to a maximum amount of 50
packets. Another queue has also been included in order
to limit the bandwidth to 1 Mbps. We have selected this
small number in order to clearly observe the effect of this
implementation. If the number of packets was very big, the
buffer will behave like a high capacity one, which will be
studied in the next subsection.

Fig. 12 presents R-factor, when using native RTP (a) and
TCRTP (b), as a function of background traffic, for 5, 10, 15
and 20 simultaneous VolIP flows. It can be seen that TCRTP
achieves a slightly smaller quality for lower values of back-
ground traffic, due to retention time, but it is able to
provide an acceptable service when higher amounts of
background traffic are present. For example, when 20 flows
are sent, if native RTP is used, only 450 kbps of background
traffic are tolerated, but this fig. grows up to 750 kbps
when using TCRTP.

If we want to get a clearer idea of this behavior, we have
to observe the graphs of OWD (Fig. 13) and packet loss
(Fig. 14). It is also interesting to calculate the average pack-
et size of the traffic that fills the buffer in each case, taking
into account both VoIP and background packets. Table 2
summarizes these values. As background packets are of
40, 576 and 1500 bytes, the use of native RTP will reduce
the average packet size, but TCRTP will increase it. The
differences can be significant, e.g. for 20 native RTP the
average packet size is 101 bytes, while for TCRTP it is
626 bytes, when 400 kbps of background traffic are sent.

If we look at Fig. 13, it can be seen that the delay grows
up, but not significantly, as only 50 packets can be stored at
the buffer, and the average packet size is small (between
100 and 320 bytes). On the other hand, the delays added
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Fig. 12. R-factor when using (a) native RTP; (b) TCRTP for fixed number buffer.

to TCRTP packets are higher: although only 50 packets can
be stored, they are bigger (between 465 and 650 bytes).
We can conclude that RTP has an advantage regarding
the delay when this buffer is used.

But if we represent packet loss (Fig. 14), we see that this
parameter behaves significantly worse for native RTP: val-
ues of about 35% are reached, while they are always below
14% for TCRTP. The reason for this is that the amount of pps
generated for TCRTP is significantly smaller, as we have
seen in previous sections. A TCRTP packet is considered as
a single IP packet, although it includes many compressed

RTP ones, so if the router has this buffer implementation,
multiplexing can be an important improvement. This is a
case in which the reduction in terms of pps represents a
clear advantage.

5.3. High-capacity buffer

Next, we will study multiplexing behavior when a big
buffer is used. We will assume a single buffer with a very
big size. In our testbed we have used an 800 ms limited
queue in order to emulate this kind of buffer. The band-
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Fig. 13. OWD when using (a) native RTP; (b) TCRTP flows for fixed number buffer.

width limit in this case is 1 Mbps. With this buffer, if band-
width limit is reached, delay grows dramatically, above the
required limits for VoIP packets. Fig. 15 shows R-factor as a
function of background traffic, with different numbers of
VoIP flows. It can be seen that the behavior is similar to
the one obtained with dedicated bandwidth: when the
bandwidth limit is reached, R-factor gets unacceptable. In
these tests the destination application uses a de-jitter buf-
fer with a fixed size of b = 3 samples.

We will now study the influence of the number of sam-
ples included into each RTP packet. We find again the trade-

off between network efficiency and delay. On the one hand,
if we use native RTP with only one sample, we save 10 ms of
packetization time, plus 10 ms of retention time, but at the
price of sending twice the number of packets, thus spend-
ing more bandwidth due to the fixed header size of 40 by-
tes. On the other hand, if we increase the number of
samples to three, the efficiency will be improved, but more
delays are added due to packetization and retention delays.

In Fig. 16 we can observe two simultaneous effects: on
one hand, when TCRTP is used, the added delays produce
an impairment on R-factor for small amounts of band-
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Fig. 14. Packet loss when using (a) native RTP; (b) TCRTP for fixed number buffer.

width. But on the other hand, multiplexing makes it possi-
ble to have a good conversation quality with bigger
amounts of background traffic. As an example, if native
RTP with one sample per packet is used, although the qual-
ity is good, the overhead will be big, so only 450 kbps of
background traffic can be supported. If we multiplex, back-
ground traffic can grow up to 800 kbps while maintaining
an acceptable quality for the calls.

As said in Section 4.2, the previous results have been
obtained using an average network delay of 40 ms: 20 ms
fixed plus a lognormal one of 20 ms with a variance of 5.
But network delays depend on many factors, especially

geographical distance [31]. So we have also studied this ef-
fect, as the extremes of communication can be in different
geographical zones. Fig. 17 shows OWD for network delays
ranging from 40 to 100 ms average. We see that the delay
does not change with background traffic while there is
bandwidth enough, but when the limit is reached, it grows
to unacceptable values.

Fig. 18 shows R-factor, and it shall be noticed that if
OWD gets above 177.3 ms, which occurs for network de-
lays of 80 and 100 ms, R gets significantly worse.

If we want to combine the effect of network delays and
the number of samples per packet, we have to take into ac-
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Table 2
Average packet size at IP level including VoIP and background traffic (in
bytes).

400 kbps 700 kbps 1000 kbps
background background background

5 RTP 198.84 267.92 319.58

5 TCRTP 465.54 530.73 565.27

10 RTP 138.21 185.00 224.32

10 TCRTP 519.04 567.79 593.61

15 RTP 114.44 149.36 180.21

15 TCRTP 572.55 604.84 621.95

20 RTP 101.75 129.54 154.77

20 TCRTP 626.02 641.87 650.27

count the fixed delays of our network. In Fig. 19 we have
represented R-factor with 40 and 100 ms of network delay,
for one, two and three samples per packet. We see that in
the case of a high network delay, we are forced to avoid the
use of three samples per packet (R becomes smaller than
70), due to fixed delays.

We will now present a study of how different grouping
schemes for a number of TCRTP flows can modify QoS. In
this case, 40 calls using G.729a codec with 2 samples per
packet are sharing the same link between two extremes.
We will study the variation of R-factor with different val-
ues of k, which is the number of multiplexed flows of each
tunnel, and [, the number of tunnels, satisfying the equa-
tion | x k =40 calls.

In this case the testbed is used to send both desired and
background traffic through a 2 Mbps link. Table 3 shows
the required bandwidth for different values of k, and also
the average packet size at IP level. Measurement parame-
ters are the same as in previous subsections, but in this
case de-jitter buffer size has been set to b = 2.

Fig. 20 shows the obtained R-factor for different values
of k. Its behavior is good until bandwidth limit is reached,
and then it falls dramatically. In this case, the best behavior
is obtained for k = 40 and k = 20. The behavior is very sim-
ilar, as the bandwidth used is roughly the same.

5.4. Time-limited buffer

Finally, a time-limited buffer has been tested. We will
deeply study it as we consider it useful for real-time and
interactive services, like VoIP, where delay has to be main-
tained under a limit in order to provide a service similar to
traditional telephony. The connection bandwidth is 1
Mbps. The buffer has only one queue and discards every
packet that spends more than 80 ms on it. The buffer,
which has been implemented using the tbf queue of Linux
tc, has a value for the number of tokens, and each packet
needs to take a number of them, depending on its size, in
order to be accepted. The tokens arrive at the queue using
a fixed rate. Logically, this buffer makes big packets have a
bigger probability of being dropped than small ones, which
also happens with fixed size queues. This is an advantage
for native RTP packets, as they are small, but it is a disad-
vantage for multiplexed packets, as they are bigger than
non-multiplexed ones, so they will be dropped in a higher
percentage. Using this buffer, R-factor is expected to go
down more slowly than for big buffer, as voice packets
have this advantage. There are two simultaneous effects:
multiplexing saves bandwidth, but at the cost of generat-
ing bigger packets and thus increasing dropping probabil-
ity. So it can be interesting to study in which cases one
effect is more important than the other.

Fig. 21 shows a comparative for different values of k. If
we compare it with Fig. 15, it shall be noticed that the
obtained values of R-factor for small background traffic
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Fig. 15. R-factor for different values of k and high capacity buffer.
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Fig. 17. OWD with 10 multiplexed calls and different network delays for high capacity buffer.

are the same as the ones obtained for high-capacity buffer,
but the graphs have changed from a step-like shape to a
lower slope ones, thus allowing a higher background traffic
amount until they reach the value R = 70. The cause is that
this buffer penalizes background packets of 1500 bytes, as
they have a higher probability of being discarded.

Fig. 22 shows R-factor improvement when using TCRTP
instead of native RTP. First, it must be noticed that for
small background traffic, the impairment of multiplexing

is below 1%. This is mainly caused by the additional delays
introduced by multiplexing.

But when background traffic grows, we observe that
above 5 multiplexed flows, the use of multiplexing repre-
sents a good improvement, gaining up to 21%. This effect
is caused by the bandwidth saving of TCRTP with respect
to RTP.

Finally, we see that when background traffic is 95% of
the limit, native RTP again achieves a better result than
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Table 3

background traffic (kbps)

Average packet size at ip level (in bytes), and bandwidth (in kbps).

1 xk 1 x40 2 x20 4x10 5x8 8 x5
Avg. packet size (bytes) 1081 553 289 236 157
Bandwidth (kbps) 432 442 462 472 502
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Fig. 21. R-factor for time-limited buffer.

multiplexing. The cause for this is that multiplexed packets
are dropped in a higher percentage due to their size, as we
can see in Fig. 23.

By the use of TCRTP we can merge k packets into a mul-
tiplexed one, so the size of multiplexed packets will also be
modified by the number of samples per packet.

Although the bandwidth required is increased when the
number of samples per packet is reduced, another effect of

this reduction is that the packets get smaller, so this traf-
fic may have an advantage depending on the buffer
behavior.

Fig. 24 shows the effect of the number of samples per
packet for time-limited buffer. For low background traffic,
we have obtained the best result for TCRTP with one sam-
ple per packet, as it is the solution with the lowest delay.
But, as it is not the solution that saves the most bandwidth,
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background traffic will have a higher loss percentage, as
we see in Fig. 25. The option of two samples per packet
is able to obtain a value of R-factor above 70 with 90% of
background traffic. We also see that RTP has a significantly
worse behavior than TCRTP for background traffic, due to
the bandwidth it requires.

In Fig. 26 and 27 we illustrate the effect of network de-
lay on perceived quality, with k=10 multiplexed flows.
When OWD achieves the limit of 177.3 ms, R-factor falls.

This confirms that network delay is also an important
parameter which has to be taken into account.

Fig. 28 shows the combined effect of network delay and
the number of samples. We observe that when network
delays are high, the use of three samples per packet should
be avoided, as the combined effect of the packetization and
retention delays makes OWD grow above 177.3 ms.

With regard to the problem of the distribution of many
flows into a number of tunnels, we have built Fig. 29 in a
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Fig. 24. R-factor with 10 multiplexed flows and different number of samples, for time-limited buffer.
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Fig. 25. Background traffic packet loss with 10 multiplexed flows and different number of samples, for time-limited buffer.

similar way to Fig. 20, but using a time-limited buffer of
80 ms, and 2 Mbps of bandwidth. Once again, the advan-
tage of this buffer with respect to the high capacity one is
that the slope of the curves is lower, so an acceptable con-
versation quality (R>70) can be achieved for higher
amounts of background traffic. The graph of 40 RTP flows
(no multiplexing) has also been included, but it shows a
very bad behavior for these values of background traffic,
as total offered traffic is above the link capacity: the RTP

traffic for 40 flows is about 1160 kbps, and background
traffic values presented in the graph begin at 1200 kbps.

By the use of a time-limited buffer, we have obtained a
different result when varying the distribution of the flows.
We observe that the inclusion of all the flows into a single
tunnel is not the best solution. There are three distribu-
tions which achieve better results.

On behalf of clarity, we have included the most interest-
ing values of Fig. 29 in Table 4, i.e. the ones for 1500 and
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Fig. 26. OWD with 10 multiplexed flows and different network delays, for time-limited buffer.
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Fig. 27. R-factor with 10 multiplexed flows and different network delays, for time-limited buffer.

1600 kbps of background traffic: the best behavior is ob-
tained using [=2 tunnels of k=20 multiplexed flows,
which is very similar to [ = 4 tunnels of k = 10 flows.

On one hand, multiplexing all the flows into a single
tunnel (k = 40), will save more bandwidth than any other
solution, although the difference is not very significant:
passing from 2 x 20 to 1 x 40 only saves 10 kpbs (about

2% of the bandwidth), but it makes the packets almost dou-
ble their size. As we saw in the analytical section, band-
width savings have an asymptote, so above 20 flows the
gain is negligible. But, on the other hand, packets will be
bigger, so the probability of being discarded by the buffer
is increased. So if the buffer penalizes big packets, as it oc-
curs in this case, it will be more interesting to group the
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Fig. 28. R-factor 10 multiplexed flows, different network delays and different number of samples per packet, for time-limited buffer.
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Fig. 29. R-factor for different values of k with time-limited buffer of 80 ms.
Table 4 flows into a number of tunnels, which will generate smal-

Values of R for 40 flows multiplexed with different values of k.

ler packets.

Fig. 30 shows the percentage of R-factor improvement
that can be obtained by multiplexing, with respect to the

I xk 1x40 2x20 4x10 5x8 8x5 Nomux
BG. 1500 kbps 72.44 77.01 7554 7426 69.99 52.39
BG. 1600 kbps 67.51 7246 71.16 69.74 65.44 49.78

values obtained for native RTP. This fig. illustrates the fact
that multiplexing all the calls into a single tunnel is not al-
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ways the best solution. The best results are obtained for
2 x 20 and 4 x 10. There is another fact which can be high-
lighted: although the curve of 8 x 5 is the first one that
goes down, it does with a smaller slope than the other
ones, as it uses smaller packets. So it achieves better results
than 1 x 40 above 1700 kbps of background traffic.

It may also be noticed that the use of big values of k
helps to save background traffic from being discarded. As
it can be seen in Fig. 31, the bigger the number of multi-
plexed calls, the smaller the packet loss percentage for
background traffic. This is happening because multiplexing

all the calls into a single tunnel is the option that achieves
the highest bandwidth saving, although it produces the
biggest packets. On the other side, if we use 8 tunnels of
5 calls, we will generate smaller packets, but we will save
less bandwidth.

To sum up, we see that there is a tradeoff: if we want to
prioritize voice traffic, we will have to use the value of k
that maximizes R-factor. But if we simply want to save
bandwidth, we should multiplex all the calls into a single
tunnel, achieving the best performance for background
traffic.

% R-factor improvement —-1x40 TCRTP
60 2x20 TCRTP
-m-4x10 TCRTP
—4-5x8TCRTP
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Fig. 30. Percentage of R-factor improvement with respect to 40 RTP flows for time-limited buffer.
——1x40 TCRTP Percentage of Background Traffic Packet Loss
14 - 2x20 TCRTP
-B-4x10 TCRTP
12 11 ——5x8 TCRTP
- —x-8x5 TCRTP
S 10
0
8
- 8
@
4
8§ 6
o
4
2
0 = L — = ‘ ‘ ‘ ‘
1200 1300 1400 1500 1600 1700 1800 1900 2000

background traffic (kbps)

Fig. 31. Percentage of background packet loss with different values of k for time-limited buffer.
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6. Discussion of the results

In this section we will analyze the results, trying to ex-
tract some conclusions about the best way to use RTP mul-
tiplexing in real scenarios.

As it has been shown in previous sections, there are
some first decisions we can take in order to set the main
parameters of our VoIP system, i.e. the number of samples
per packet and whether multiplexing or not. These deci-
sions will modify the total bandwidth, the packet size
and pps of our VolIP traffic.

Native RTP always uses the same packet size, and the
bandwidth increases linearly with the number of flows.
The bandwidth used by TCRTP is also linear with respect
to k (see Eq. (2)), but packet size grows with the number
of flows. As we have seen in the results section, the packet
size growth will not always be beneficial for the perceived
quality, as the delays will grow, and packet loss may be in-
creased depending on the implementation of the buffer. So
there is a tradeoff, which has to be solved taking into ac-
count the perceived quality, i.e. R-factor.

6.1. R-factor depending on the number of flows

As we increase the number of multiplexed flows, we see
that we can save more bandwidth, but we have to take into
account the asymptotic behavior of the multiplexing gain,
because above 15 or 20 flows the gain is negligible.

If the buffer has a fixed number of packets, the use of
TCRTP makes it able to store a bigger number of bytes, as
TCRTP packets are bigger. This is beneficial in order to
avoid packet loss. Although the delay is slightly increased
when using bigger packets, what really harms R-factor is
the high packet loss percentage.

Background Traffic

J. Saldana et al./ Computer Networks 56 (2012) 1893-1919

If a high capacity buffer is used, then the behavior of the
system is simple: it works properly until the bandwidth
limit is reached. So in this case, multiplexing is always
interesting because of bandwidth saving.

But if a time-limited buffer is used, the behavior
changes, as we have seen. Packet size has to be taken into
account, as VolIP packets have to compete with background
ones. Fig. 32 compares the maximum background traffic
that can be tolerated in order to have a concrete value of
R. We have depicted the graphs for R = 70, which is the nor-
mally accepted limit, and also for R =65 and R = 75, using
two samples per packet.

We see that there is no multiplexing gain for k=5 and
10 (e.g. for k=10 the result is almost the same for
R=70), but with k=15 and 20, there is an interesting
improvement.

We have also seen that packet loss for background traf-
fic increases with the bandwidth used by VolIP flows. So the
best choice in order to maximize R-factor may not be the
one which minimizes packet loss for background traffic.

6.2. Distribution of the flows

In the previous section we have studied the influence of
the distribution of a fixed number of RTP flows on the per-
ceived quality. We have not studied this topic for the buffer
with a fixed number of packets. As the results have shown,
the increase of packet size is always beneficial, so the best
choice will be grouping all the flows into a single tunnel.
This also happens for high capacity buffer. In the case of
time-limited buffer, the use of a single tunnel will not nec-
essarily be the best solution: in some cases, better values of
R-factor have been obtained by the division of the total
number of flows into different tunnels.

mR =65
1400 BR=70
OR=75
1200 -
1000 -
800 -
600 - - -
400
200 - - —
0 - ‘ L
5RTP 5 TCRTP 10 RTP 10 TCRTP 15 RTP 15 TCRTP 20 RTP 20 TCRTP

Fig. 32. Maximum background traffic for R = 65, 70 and 75, for time-limited buffer.
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Fig. 33. R-factor for fixed background traffic with different values for I, for k = 40, for time-limited buffer.

Fig. 33 shows R-factor for fixed values of background
traffic, for different possible distributions of k =40 flows.
As it can be seen, the values obtained for 2 x 20, 4 x 10
and 5 x 8 distributions are better than the ones obtained
for a single tunnel. The reason is the small difference in
terms of bandwidth, due to the proximity of the asymp-
tote, and the big difference in terms of packet size.

We can also observe that by multiplexing we can obtain
better R-factor values with respect to native RTP, mainly
due to bandwidth saving. So we will have to take a decision
depending on the behavior of our router and the band-
width of our access network.

7. Conclusions

This work studies RTP multiplexing from the perspec-
tive of perceived quality, taking into account that the
behavior of the router buffer has a big influence on it.
The RTP multiplexing option selected is IETF's TCRTP
scheme. First, an analytical study of this scheme in terms
of packet size, bandwidth and packets per second has been
presented.

Next, different multiplexing schemes have been tested
and compared with native RTP carrying VoIP samples, as
it is a significant and widely used real-time service. Some
tests using ITU R-factor have been carried out in order to
compare the effect of different buffer implementations.
On one hand, the use of RTP multiplexing requires less
bandwidth but, on the other hand, it introduces new de-
lays, i.e. retention time and also small processing times
in both sides of the communication. It also modifies packet

size, as multiplexed packets are bigger than RTP ones, and
this may increase their probability of being discarded,
depending on the behavior of the buffer.

If the buffer is designed in order to store a fixed number
of packets, multiplexing shows an advantage with respect
to native RTP, as it avoids the discarding of a high percent-
age of the packets.

When using high capacity buffer, R-factor shows a sim-
ple behavior: it is good until bandwidth limit is reached.
The same behavior can be observed for a dedicated
bandwidth for VoIP traffic. But using a time-limited buffer,
R-factor can be acceptable even if the total traffic amount
is above bandwidth limit, as voice packets have the advan-
tage of their small size with respect to background ones.

It has been found that in certain conditions multiplexed
RTP can obtain better results than native RTP. The use of a
tunnel in case of TCRTP does not harm conversation qual-
ity, although it implies some bandwidth cost, and it also
adds some delays.

The number of samples per packet has also been stud-
ied, and it has been found that the election of this param-
eter may affect the experienced quality. If the delays of the
network are big, we will be forced to use a small number of
samples per packet.

We have studied the influence of the distribution of the
number of flows into different numbers of TCRTP tunnels,
and the conclusion is that grouping all the flows into a sin-
gle tunnel will not always be the best solution, as the in-
crease of the number of flows does not improve
bandwidth efficiency indefinitely. If the buffer penalizes
big packets, it will be better to group the flows into a num-
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ber of tunnels. Finally, the router processing capacity has
to be taken into account, as the limit of packets per second
it can manage must not be exceeded.

The buffer implementation and the traffic we want to
prioritize will be the parameters used to decide the best
distribution of the RTP flows in a different number of tun-
nels. The number of pps has to be taken into account too, in
order to avoid the discarding of packets by the router.

The obtained results show that multiplexing is a good
way to improve customer experience of VoIP in scenarios
where many RTP flows share the same path, but we have
to know the behavior of the router in order to take the cor-
rect decision.
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