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Abstract-This work presents a test called “sizogram” which 

characterizes the packet loss vs. packet size behavior of a router. 
This graph can help us to take some decisions about traffic, e.g. 
multiplexing or not, the number of samples or frames to be 
included in a packet, etc. In addition, it can be useful to have a 
better idea of the internal architecture of the router. Simulations 
have been carried out using different buffer implementations and 
sizes, and the results show the usefulness of this test. 

Keywords-router buffer, packet loss, packet size  

I. INTRODUCTION 
The Internet was designed as a best-effort network, and for 

many years routers were optimized for managing big packets 
[1], which are typically used by services like e-mail or web 
browsing. Nowadays, the network infrastructure has to deal 
with real-time interactive services, which typically use smaller 
packets, as information has to be fragmented in order to be 
delivered in a short time. 

Packet loss is one of the main causes of quality impairment 
in IP networks: in wireless environments, packets can be 
corrupted by the radio link, but in wired networks the main 
cause of packet loss is dropping in router queues [2]. Services 
based on TCP can use retransmission in order to recover lost 
packets, but real-time applications, which normally use UDP, 
can be seriously affected, as their interactivity makes it 
impractical to wait for the retransmission of a packet. 

There is a relationship between packet size and loss 
probability: in wireless networks, as the transmission time 
increases, the probability of packet corruption grows; this 
effect was explored in [3]. The relationship for drop-tail 
buffers in wired networks was analytically studied in [4]. But 
commercial routers present different buffer implementations, 
which, although do not significantly modify their behaviour 
regarding delay and jitter, can affect the results for packet loss. 
For example, some routers measure their buffers in number of 
packets, while others do it in bytes or defining a queuing time 
limit [5]. Other problem is that, in addition to bandwidth limit, 
the processing capacity of the router establishes an upper 
bound in packets per second (pps) [1], [6]. 

Some studies [2], [7], [8] have characterized the behaviour 
of the public Internet in terms of packet loss. This 
characterization can be useful in order to take some decisions, 
e.g. if we multiplex a number of VoIP flows, we can reduce 
bandwidth, but at the cost of increasing packet size, and this 
will have an influence on packet loss, depending on the 

implementation and buffer size of our router [9]. The number 
of samples per packet also affects packet size. In [7] a study 
was conducted, exploring how the number of video frames 
included in each packet could modify packet loss patterns. 

In this work we present a test called “sizogram”, which 
characterizes the packet loss vs. packet size behaviour of a 
router. In addition to helping us make decisions on the packet 
size, it can also give us an idea of the router implementation, 
as the internal architecture of many commercial routers is not 
easily available [10]. Its interest is not in the absolute values 
but on the shape of the graphs. Although we will only conduct 
it to characterize a router, as future work we expect it will also 
be useful so as to characterize real Internet links.  

II. TESTS AND RESULTS 
For each packet size, which corresponds to a point of the 

graph, two Poisson traffics are sent to the same buffer: a test 
traffic with a fixed packet size, and a background traffic 
which is 100% of the link capacity, in order to saturate the 
buffer and thus producing packet loss. The distribution of 
background traffic includes small, medium and big packets: 
50% of the packets are of 40 bytes, 10% are of 576 bytes and 
40% of 1,500 bytes [11]. Traffic amounts of test traffic are at 
least two orders of magnitude smaller than background ones 
so as not to modify the size distribution of background traffic. 
We will not depict delay or jitter, because, as expected, their 
graphs do not significantly vary with test traffic packet size. 

In the concrete tests we present, the capacity of the link is 
10 Mbps, and the test traffic is 100 kbps. The duration of each 
test, which ranges from 200 to 3,000 seconds, has been 
calculated in order to have 25,000 packets of test traffic. The 
tests have been conducted using Matlab simulation. 

Two buffer implementations have been tested: one 
measures the buffer size in bytes (byte-sized) and the other 
measures it in packets (packet-sized). Buffer sizes have been 
selected as tiny, as they are the most suitable for real-time 
applications [10]. They use drop-tail queues: if there is no 
place for the entire packet at the queue, it is discarded. 

Fig. 1 shows the sizogram for a byte-sized buffer ranging 
from 10 to 100 kB. The graphs are monotonically increasing, 
as the bigger the packet, the bigger the probability of having 
no place at the queue. The last point (1,500 bytes) presents a 
small decrease because in this case there is a coincidence 
between test and background packets of 1,500 bytes. 
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Figure 1. Sizogram for byte-sized buffer of 10kB, 20kB, 50kB and 100kB 
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Figure 2. Sizogram for packet-sized buffer of 16, 33, 83 and 166 packets 
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Figure 3. Sizogram for byte-sized buffer of 10kB with pps limitations 
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Figure 4. Sizogram for byte-sized buffer of 10kB, with processing time 

Fig. 2 has been obtained for a packet-sized buffer which 
size ranges from 16 to 166 packets. The sizogram shows that 
packet loss is independent of packet size, which is logical as 
the buffer only considers whole packets despite their sizes. In 
case of having this behaviour, we should use big packets when 
possible by merging smaller ones or increasing the number of 
samples or video frames they include.  

Fig. 3 shows the sizogram for a 10 kB router with a 
limitation in terms of pps, when the number of packets per 
second ranges from 2,000 to 3,500 (note that the scale of the 
figure is different). It can be seen that this parameter seriously 
increases packet loss, even if the pps limitation of the router is 
significantly higher than the pps of the offered traffic (1,970 
pps). Fig. 4 shows the same test when different packet 
processing times are added. In this case, the increase of packet 
loss is not severe. Nevertheless, the shape of the curves is still 
the same. 

As future work, we plan to perform this test in commercial 
routers, and also using different Linux tc (Traffic Control) 
queuing disciplines, which implementation details are publicly 
available. Other background traffic models will also be tested. 
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